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Abstract—This paper presents DC brushless (DCBL)
machine design methods using the three Matlab’s
optimization algorithms. Instead of optimizing the
machine’s design with respect to a classic critenosuch as
the minimization of losses, of weight or cost (usllg at one
operating point), our criterion will be the time it takes for
the machine to drive a variable load to fulfill its trajectory.
This will require the calculation of the machine’s kehavior
on the whole of its operating diagram (torque/speed
diagram). A simplified analytical model of a DCBL mahine
is used in order to compare the performance of the¢hree
algorithms. The characteristics of the optimizationresults
and the use of different algorithms in cascade willbe
discussed.

l. INTRODUCTION

In the literature, many articles have proposededffit
methods to optimize the design of electrical maehin
based on one operating point (torque/speed) 1],[8],
[4]). In [4] an optimization method using the seace of
genetic and gradient-based algorithms has beerepriv
give the optimal solution with a small calculatiime.
This method is applied for the design of a DCBL onot
where the criterion is the total losses at only pasticular
operating point.

One particularity of our problem is that the maehivas
to drive a variable load, which is in function bg&trotor’s
angular position (see Fig. 1). At first the loadreases
linearly, then it stays at the maximal positioneTdecond
particularity is our optimization criterion: theatrel time.
This "travel time” is defined as the time it takies the
machine’s load to fulfill its trajectory. This meith is
different from an optimization method at one operat
point.
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Figure 1. Evolution of the load with respect te ttor's angular
position

In this article, a simplified analytical model oXCBL
machine as well as a discretized travel time caton
method will be shortly presented, then the three
optimization algorithms of Matlab (SQP, Direct Sgar
and Genetic Algorithm) along with their advantagesi
drawbacks will be described. Finally the resultsagied
by different methods will be mentioned.

The DCBL machine in this article is a small onehwit
the following fixed external dimensions: 70mm ofidé¢h
and 18mm of the outside radius.

Il.  ANALYTICAL MODEL OF A DCBL MACHINE

Synchronous surface permanent magnet machines are
famous for their high compacity and their high n@ass
torque. In this section, a linear DCBL machine’s
analytical model (with a realistic flux density linfior the
considered section) is presented. This model islatd
and fine-tuned with help of FEM method (FLUX2D
software).

A. Electromagnetic model

The main idea is to calculate the torque with terqu
constant from design parameters. In this analytivadiel,
the torque constant K is assumed to be equal t&khie
constant. An equivalent LRE electric circuit (Fig.@
needed to calculate the behavior of the motor. HM& is
calculated by the following formula [5]:

E=Kw
wherew is the machine’s rotation speed.

The torque constant of a peripheral permanent ntagne
machine can be calculated by the following formula:

@

K= 4pNBgRaLstNenc (2)
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Figure 2. Simplified electric model of the machine



where
*  p: number of pole pairs

N: number of conductors per slot

Nenc: number of slots per pole per phase

Bg: flux density in the air gap

Ra: average radius of the air gap

Lst: machine’s length

The flux density in the air gap Bg is calculatedhwi
help of the magnetic field circulation. It takesoiccount
the geometric dimensions, the remanent flux density
permanent magnet and the saturated magnetic field.

B, = f(geometric dimensions, Hsq¢ Bry) 3)

In order to be able to simulate the motor’'s behavi@
need to determine its inductance and resistance.

1. Caoil inductance calculation:

The net phase winding inductance in a machine i
calculated by [5]:

L=Lg+LS+Le 4
where
* L, isthe air gap inductance:
2mUoLstR
Ly = ——"2N? (5)
a KRCq

R, is the rotor’s radiud,, is the air gap’s width,
L, is the depth of permanent magnet égds

the relative magnet’s coverage.

L, is the slot leakage inductance

L. = (ZN)Z :uOdsLst ﬂodtht
S m 3(1)51; Wso Wsh + Ho dstht
2 Wso

(6)
wherelN,,, is the number of slots.
L. is the end turn inductance
o = Nt (1)
J24
where As is the cross sectional area of the air tap
other variables are presented in Fig.3.

2. Resistance calculation:

The total resistance of the motor is calculatednhftbe
total length of the conductor in the stator, tlsiiclassic
calculation and won't be presented here.

B. Mechanical calculation
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(a) Slot leakage flux
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Figure 3. Physical dimensions for calculating machine’s inductance

the size of our machine, some dimensions have fdessh

in order to satisfy dimensional requirements of the
application. Table | presents some fixed and opgtition
variables. Among these variables, p &hg. are discrete
variables with the following constraints (due te gize of
the machine):

1<p<3
1< Ngpc <2

Unfortunately, Matlab’s optimization algorithms cant
handle directly problems with discrete values, thius
optimization procedure is the following:

Initializing the value of these two variables (6
possible combinations thanks to the above
constraints).

Proceeding the optimization with three rest
variables using different algorithms available in
Matlab.

In this article, only results with the initializati p = 3
ndN.,. = 1 are detailed.

One can also notice that the variable N (number of
conductors per slot) is also an integer value. The

Once the magnetic and the electric models have beelifference of this variable and the two above diter
made, the maximal torque can be calculated. Frdm thvariables is that N can vary in a large range diies

maximal torque, the minimal radius of the drive fsls
calculated thanks to a material resistance fornthé&n the
inertia of the whole rotor is calculated.

Ill.  OBJECTIVE FUNCTION CALCULATION

In order to obtain the optimal solution for an
optimization problem, one has to define an objectiv
function along with its optimization variables and
constraints if necessary. In this article, the ofbje
function will calculate the travel time with threstages:
acceleration, constant speed and acceleration.uBeaaf

That's why we opted to do an optimization as if Hrev

Table 1

TABLE OF VARIABLES OF THE DCBL MACHINE
List machine’s length 70mm
Rzt star | exterior radius of the stator 18mm

is slot opening width 3mm

L, air gap’s width 0.3mm
P number of pole pairs optim. variable (3)
Nene number of slot per pole per phase | optim. variable (1)
N number ol conductor per slot optim. variable
b permanent magnet’s depth optim. variable
Rint_stat interior radius of the stator optim. variable




continuous; the solution given by the optimizer fowill
then be rounded to the closest integer value. lyintile
objective function value will be re-evaluated withe
rounded value of N. This technique can lead toodlpm
called “integrality gap” which is that the optimsdlution,
with continuous variables, respects all the coirgga
whilst the neighbor points which correspond to dite
variables do not; and so the final solution, wiikcdete
values, is far away from the solution given by the
optimizer. In our case, no constraints are conudetieN
(cf. V), this technique is applicable.

The analytical model helps obtain the torque caonsta
K, the inertia of the whole rotak.,.,., the resistance R
and inductance L of the machine. We will use thedees
to determine the dynamics (acceleration, speed ar
displacement).

Since we have a variable load, which depends on tt
angular position of the drive shaft, it is difficab have a
direct formula to calculate the travel time of thachine.
We choose the method of discretizing the time sl
intervals and calculate the displacement and spé¢he
machine in each interval. Figure 4 presents theutation
principle of the objective function. At the iterati 1, all
values are set to be 0. Then at each iteratiorelexecute
the following calculations:

The electromotive force of the motor:

EMF(k) =K Q (k=1 (8)
e The current | which flows in the machine:
U—EMF (k) + 11
1) = 2O e g
R+a

where dt is time step.
The resistive torqu€orqueg,.,(k) at each
iteration is determined by Fig.1
The Torque given by the motor at each iteration
is calculated by

Torque(k) = K I(k) (10)
If the torque developed by the motor is superior
to the resistive torque, the speed of the machine
Q (k) is calculated by
000 =0 k-1 + Torque(k) — Torqueg,s(k) it

]rotor + ]load

(11)
where/, tor andJ,,.q4 are the inertia of the rotor and the
load (included the tranmission system) seen byntbtor.
Otherwise, the travel time increases without thereéase
of displacement which will bring us to the limitnte
(f=0.4 s).

The angular position is calculated by:
0(k) =0(k—1)+ Q(k)dt (12)

And finally the travel time at iteration k is
determined by
time(k) = time(k — 1) + dt (13)

At the end of each iteration, the angular positisn
compared with the final angular position of the anpif
the two values are equal, the calculation will saopl the
value of the objective function is the value of difk).
Another comparison is conducted here to see itréneel
time exceeds the limit time, if yes, the calculatits
stopped, and the objective function is given thkie/&,

travel tim
(seconds

initialisation

EMF(k)=Constant_k*Omega(k-1)

Current(k)=f(U, Omegal(k-1), fem(k))
Torque_res(k)=f(Omega(k-1))
Torque(k)=Constant_k*Current(k)
Omega(k)=f(Omega(k-1), Torque_res(k), Torque(k))
Teta(k)= Teta(k-1) + Omega(k) * dt
time(k)=time(k-1) + dt

time(k)=final_time

f=time(k)

f=0.4

Figure 4. Objective function calculation principle

this comparison is to minimize the calculating tiofehe
objective function when the machine’s configurataam’t
satisfy the predetermined conditions. Consequealilyhe
machine’s configurations which don't satisfy thenei
criteria will have the objective function’s valuguals to
0.4. This will create a flat plan as one can sekignb (as
an example, several cases have been computed w0 sho
the evolution of the objective function). This figu
presents the variation of the objective functionthwi
respect to the magnet’s depth and the interiougadf the
stator.

IV. INTRODUCTION TOMATLAB’S OPTIMIZATION

ALGORITHMS

A. Sequential Quadratic Programing (SQP)

This is a gradient-based optimization method. Athea
iteration, the gradient of the objective functiora linear
step are calculated in order to calculate the ksafor
the next iteration.
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Figure 5.  An overview of the objective function



According to [6] the stopping criteria of this algbm

are:

The distance of the two consecutive points (inpt
vectors of design parameters) is less than
tolerance TolX.

The change of the objective function between
iterations is less than function tolerance TolFun.

The constraint violation is more than TolCon

Table 11
DIFFERENCE BETWEEN GENETIC ALGORITHM WITH STANDARD
ALGORITHMS

Standard Algorithms

Genetic Algorithm

Only one point is selected at each
iteration. The sequence will ap-
proach one optimal solution.

A population is generated at each
iteration. The population will ap-
proach one optimal solution.

The next point in the sequence is
selected by a determinist calcula-

The selection of the next popula-
tion is partly random.

tion.

which represents the maximum value by \_/vh|cl. Because the Direct

parameter estimates can violate a constraint ar@omparisons no derivative

still allow successful convergence. '
* The number of iterations exceeds Maxlter.

Search only uses function
is needed, this is amm@tdge
compared to the SQP method when encounting problems
which are difficult to compute their derivativesowever,
A rapid convergence is the advantage of this algoi as SQP methods there is still a drawback of thithaak
However, the drawbacks are: the initial point must be specified. This point most be
. To use this algorithm, we must specify a startingfar from the global optimum unless the algorithml wi
point; moreover this point must not be far awayconverge to a local optimum.
from the global minimum unless the algorithm C. Genetic Algorithm (GA)
will converge to a local minimum. So to use this  This third optimization algorithm imitates the ntu
algorithm, we must have an idea on the zongjplogical evolution. From an initial population of
where the optimal solution could be. To "individuals”, through selection, crossover and atian,
overcome this drawback, the multi-startthe algorithm will converge to the global optimu#t
technique can be used but this also means thatch iteration, the following procedure is conddcte
the computing time will increase. 1) Choose initial population

* This algorithm can only be used when the 2) Evaluate the fitness of each individual in the
objective  function is  continuous and population

differentiable, which is not always the case as 3) Repeat until termination:
seen in fig5. «  Select best-ranking individuals to reproduce
B. Direct Search (DS » Breed new generation through crossover

Direct search methods belong to a class of optiiniza and/or mutation (genetic operations) and give
methods that do not compute derivatives. Exampfes o birth to offspring

direct search methods are the Hooke and Jeevestpat « Evaluate the individual fitnesses of the
search [7], the Nelder-Mead Simplex method [8], the offspring _ _
Dennis and Torczon's parallel direct search alpomit * Replace worst ranked part of population with

PDS [9] and the Box method [10]. In Matlab, thet@at offspring
search method is used. The difference between this algorithm and SQP and

From an initial point Mi, the algorithm will creai® Direct Search (column standard algorithms) is preesk
mesh with the central point is Mi then the valuetlod in table II.
objective functipn is evaluateq at each node ofrthash._ According to [6], this algorithm will stop when:
The node Mmin corresponding to the lowest function The number of generations reaches the value
value is determined. If Mmin and Mi are not the sam ;

. - LS h of Max Generations.
point, Mmin becomes the initial point for the next i ) i ]
iteration. Moreover in the next iternation an exgan « The running time in seconds equal to Time
step to form a new mesh is carried out in whichsize is limit.

The value of the fitness function for the best

expanded by some multiple, usually 2. If Mmin and M .
are the same point, then a contraction step tafaew point in the current population is less than or
equal to Fitness limit.

mesh is carried out in which the size is reducedgdiye
multiple, usually 1/2. The algorithm stops when ohéhe « The weighted average change in the fitness
stopping criteria is encountered. According to [Birect function value over Stall generations is less
Search stops when one of these conditions is isatisf than Function tolerance.

The algorithm stops if there is no improvement

* The mesh size is less than Mesh tolerance. .
* The number of iterations reaches the value of in the objective function during an interval of
Max iteration. time in seconds equal to Stall time limit.

« The total number of objective function «  The algorithm runs until the weighted average
eva:ua:!ons reaches the value of Max function change in the fitness function value over Stall
evaluations.

generations is less than Function tolerance.

« The distance between the points found at two The advantage of this algorithm, from the poinviefv
consecutive iterations is less than X tolerance. of a user, is that we don’t have to specify thdidghi

« The change in the objective function from onepopulation, the algorithm itself will do this jolSo it is
successful poll to the next successful poll is lesparticularly adapted to problems where there ia poori
than Function tolerance.



knowledge about the zone where the optimal soluon objective function throughout the optimization pedare

But some drawbacks must be mentioned here: with the figure 6. A comparison between the startin
« It is difficult to determine the stopping configuration &,) and the final configurationXf) is
conditions. presented in the figure 7. The Direct Search allgoriis
+ Itis time-consuming because at each iterationfobust : the starting configuration (figure 7(aljpsen out
a population of individuals is evaluated. of constraint on permanent magnet's depth allows to

To conclude, using SQP, Direct Search or Genetigeach a final solution which repects all the caaists
Algorithm depends on the objective function’s natand  (figure 7(b)).
on thea priori knowledge that we have about the optimal’ 3) Finally, we try out the Genetic Algorithm. As

solution. presented above, the algorithm does not requitartirg
V. RESULTS point. The stopping criteria are the following:
The population size is 30.

We h lied the th Igorithms t jecti .
e have applied the three algorithms to our objecti . Number of generation: 30

function with the idea to test which one is thetbg®d to

this problem. e Tolerence on the objective function : 1e-3.
Since the different variables vary in differentgas  With these criteria, we obtained the vectgr [0.5830

which are not homogenous, they are normalized. The 0.2818 0.5222] (see figure 8(a)); the value of the

normalization consists of transforming the variatiof objective function is 0.1775.

these variables into the interval [O; 1]. The tfarrmation Cascading method using SQP and GA has been

is just a linear one in which the lower bound cepands presented in [11]. Here the result from the caswadi
to 0 and the upper bound corresponds to 1. Thigsshbe method of Direct Search and Genetic Algorithm, wwhic

variation of all variables be homogenous. means using Direct Search, with the solution gitbgn
The following constraints are posed to make sua¢ th G€netic Algorithm as the starting point, will beegented.
the final result is adequate: The final result is illustrated in the figure 8(bfhe

* The drive shaft radius must be smaller than thé)btamed vector is’.(f: [0'583 9'2804 0.5226] gnd_ the
interior radius of the stator minus the depth @f th value of the objective function is Fval=0.17745,icthis

: better than the result given by using GA only (045
magnet and the air gap. » compares to 0.1775). There is only a small diffeeen
* The slot area must be positive

. The magnet’s depth must be inferior to a ratio o 04 | Best Function Value: 0.18905| 001 Current Mesh Size: 8.9125¢-007
the interior radius of the stator. This ratio is g
determined to insure that the centrifugal anc £ *2 g o/
tangential forces do not pull the magnets out c 0 = —
the rOtor' 0 ! ?lemlinn3 ! ° ¢ ! z\leraticn3 ' °
Total Function Evaluations: 220 Current Best Point

Once the objective function and the constraint fiamc
(which contains inequality expressions and is Hraesfor
all the three algorithms that we proceed subsefjent
have been made, the optimization procedure can

*

-
=]
==}

o
=]
®

*

Current best point

Function evaluations per interval  Fynction value
-
[}

carried out. The three optimization variables cam b O 1 2 _ Sa s 1 2 3
presented by a vectar = [X; X, X;] wherex, is the 10t Max consant 0 Humber of varabies ()
normalized stator’s interior radiuX, is the normalized £3

magnet's depth and; is the normalized number of %2

conductors per slot. Each normalized variafjlearies in g4

the interval [0,1]. The other geometric or electréziables z ot

are either fixed or dependent on these three agiinin lteration

variables.

1) Firstly, we will use the SQP method with the Figure 6. Objective function’s evolution with Direch Search method
Matlab function fmincon. As explained in the sently'-
A, this method can only be used when the objectiv
function is continuous and differentiable. this hwet can
not be applied to our problem because of th
particularities of our objective function (figurg:& big
jump at the border of the valid zone and a flatali/
zone. Several tests with SQP confirmed this.

2) The search for an optimal configuration of our
motor goes on with the utilization of "Direct Selatc
me_thOd' Our starting point i¥,=[0.8182 0.75 0.75] (a) The starting configuration (out  (b) Final configuration obtained
which COWGSPOHdS Bini—star = 11mm,lm = 6.5mm and of constraints) with Direct Search method
N = 11, and the stopping criterion is that toleesiower
the Change of X is 10e-6. We obtained the finaheédf Figure 7. Comparison between the initial and final result which is obtained
=[0.9312 0.3335 0.2540]. We can see the evolutfdh@® by Dircet Search method




between the two configurations shown in figure 8.

can use the Genetic Algorithm first, with relativdéss
strict stopping criteria in order to reduce thecakdting
time, to obtain the starting point for Direct Séar@ his
cascading utilization of the two algorithms will |peto
have fully the advantages and avoid the drawbatkiseo

(1

(a) Optimal motor’s configuration
obtained by Genetic Algorithm

(b) Optimal solution obtained by
GA and DS in cascade

Figure 8.  Optimal motor’s configurations obtained by GA and GA-DS

VI. CONCLUSION

From the results, we can see that in order tofgdtie
travel time constraint, the motor can have eithdrigh
torque (large interior radius of the stator as ghamwthe
case of Direct Search method) or low rotor indiaaller
interior radius of the stator as shown in the adBenetic
Algorithm). There is not necessarily one unique djoo
result when optimizing travel time: two optimal gtbns
can be found, one with a high torque and the oitr
low rotor inertia. In order to choose the defirgtisolution,
other criteria must be taken into considerationhsas
losses, costs or heating (out of the scope ofittiigle).

Concerning optimization algorithms, SQP algorittan i
not suitable with our particular problem. Howeveris
possible to use either Direct Search or Genetiodtlgm
to obtain the optimal solution.

To be able to reach the global optimal solutionhwit (8]
Direct Search method, one has to have an a priof
knowledge on the zone where the optimal solutiomd:o
be. This has been shown very clearly in our case: t [1q
result obtained by Direct Search has the valuehef t
objective function of 0.18905 (fig 6), whilst théjective

(2

(3]

(4]

(5]
(6l
(7]

function’s value for the case of Genetic Algorithen [11]
0.1775), which means that the starting point forebt
Search does not lie near the optimal solution. $taging
point leads to a local optimum. [12]

Another aspect that we have to mention here isttieat
calculating time for Direct Search is much shotien the
calculating time for Genetic Algorithm (350 seconds
compare to 13000 secondes). To overcome this lingit,

two algorithms.

REFERENCES

KC Kim, JS Ahn, SH Won, JP Hong and J Lee, “A stadythe

Optimal Design of SynRM for the High Torque and Row
Factor”, IEEE Transactions on magnetics, Vol. M8, 6 , June
2007, pp. 2543-2545.

L. Chedot, G. Friedrich, JM Biedinger and P. Madreegrated
Starter Generator: The Need for an Optimal Desigh @ontrol
Approach Application to a Permanent Magnet MachiEE
Transactions on Industry Applications, Vol. 43, NB, 03-
04/2007, pp. 551-559

YC Choi, MH Park, MM Lee, JH Lee, JS Chun Rototimpm

design on Torque Ripple Reduction for a SynchroriReisictance
Motor with Concentrated Winding using RSM, Electdachines
& Drives Conference, 2007. IEMDC '07. IEEE Interioagl.

M. Markovic, P. Ragot and Y. Perriard, “Design agtiation of a
DCBL motor: a comparative analysis”, Electric Mauws &
Drives Conference, 2007. IEMDC '07. IEEE Internatib

D. Hanselman, “ Brushless permanent magnet mosigie 2nd
ed. The Writer's Collective.

The MathWorks website Optimization Toolbox,
Algorithm and Direct Search Toolbox

R. Hooke and T. A. Jeeves, “ Direct Search SolutibNumerical
and Statistical Problems”, Journal of the Assooratifor
Computing Machinery, Vol. 8, April 1961, pp. 21222

J.A. Nelder and R. Mead, “A simplex for functionmmization”,
Comput. J. 7 (1965), pp. 308313

J.E. Dennis and V.J. Torczon. “Direct search meshaa parallel
machines”, SIAM J. Optimization,. 1(4):448-474, 199

GEP Box and KB Wilson, “On the experimental attagmin of
optimum conditions”, J. Royal Statistical Societgri8s B,13:1-
45,1951

F. Moussouni, S. Brisset and P. Brochet, “Someult®on the
design of brushless DC wheel motor using SQP and”,GA
International Journal of Applied Electromagnetiosl &lechanics
(JAEM), Vol. 3, No. 26, 4-2007

T.V. Tran, S. Brisset, P. Brochet "CombinatoriatiaMulti-level
Optimization of a Safety Isolating Transformer"teimational
Journal of Applied Electromagnetics and Mechanid®\EM),
Vol. 3, No. 26, 4-2007

Genetic



