Harmonic response computation of viscoelastic multilayered structures using a ZPST shell element
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ABSTRACT

This paper uses the ZPST multilayered shell element developed by Sulmoni et al. to compute the dynamic response of multilayered viscoelastic structures such as windscreens or car bodyworks. It is based on the P-order shear deformation theory with an added zigzag function. The viscoelastic properties are taken into account with frequency dependent elastic moduli measured with a Dynamic Mechanical Thermal Analyzer. A method based on Padé approximant is also used to reduce the computation time. This acceleration technique enables to achieve fast frequency sweep computations compared to a standard direct method. Finally, validations are made on plates and cylindrical geometries.

1. Introduction

Composite and plastic materials are now widely employed in a large variety of applications thanks to their light weight and good mechanical properties in particular for damping. In an other hand, the steel industry also brought innovative solutions to compete with these materials. Sandwich and laminated materials including viscoelastic materials are hence widely used in the transport domain such as automotive. The use of a viscoelastic layers is also widely spread in the glass industry, in particular for windscreens.

In order to predict the behavior of viscoelastic materials, a specific characterization is necessary. Indeed, their elastic moduli are complexes in order to take into account the elastic and viscous behaviors, but also frequency and temperature dependant as shown by Williams et al.\cite{1} with the well known WLF law. The characterization is therefore made with a Dynamic Mechanical Thermal Analyzer (DMTA). Then the master curves obtained are generally approximated with polynomial functions but can also be parametrized with rheological models such as the Kelvin-Voigt model or the generalized Maxwell model.

To take fully advantage of viscoelastic damping properties, multilayered structures including viscoelastic materials must be used\cite{2}. Indeed, the use of a Constrained Layer Damping (CLD) is very effective in sandwich structures thanks to the large deformation in the viscoelastic layer. Several studies have hence been undertaken on this subject since many years. The first equivalent model based on the effective bending stiffness was established by Ross et al.\cite{3}. In this model, the properties of the multilayer are homogenized by considering only the shear deformation of the viscoelastic core. However, Rao\cite{4} showed that the in-plane displacements across the thickness of each layer were not well describe in some cases, in particular for thick viscoelastic layers, and could have an influence on the calculated material damping. Douglas\cite{5} and Sisemore and Darvennes\cite{6} also showed that the compressional deformation in the core layer could have some important effects on the material damping. Finally, Xie and Shepard\cite{7} proposed an enhanced analytical model and examined the relative contributions of each deformation to the structural damping.

In simple academic cases, analytical formulations can thus be employed in a similar way for different applications such as acoustics and active control of vibrations\cite{8–10}. For complex geometries or complex boundary conditions that can be encountered in industrial configurations finite element models are still necessary. Each layer can then be modeled separately with 3D elements. However, the meshing and computational costs remain important with such models, and sometimes prohibitive. On the other hand, multilayered shell elements enable to reduce these costs. Among the possible shell models, one can distinguish the Equivalent Single Layer (ESL) and the Layer Wise (LW) models. The ESL models describe the displacements in all the layers with the same unknowns, while the LW models describe the displacements independently in
each layer. An unified approach was also recently developed and used in multiphysics problems [11–13]. Among the LW models, the simplest are based on the first-order shear deformation theory (FSDT) [14,15] with linear displacements across the thickness of each layer. Then, the models based on the P-order shear deformation theory (PSDT) [16–18] enable to approximate the displacements across the thickness using a p-order polynomial. Finally, a zigzag function can be added to describe more accurately the displacements at the interfaces between each layers [19–21]. In particular, when the elastic properties are very different in each layer, a high order approximation is necessary to model the in-plane and transverse displacements as shown by Cugnoni et al. in the PSDT model [16,17]. The zigzag function is then added to reduce the approximation order necessary with the previous PSDT model. The resulting ZPST model developed by Sulmoni et al. [20] is hence appropriated to model multilayered structures with viscoelastic layers.

When dealing with numerical models, the resolution method is very important. Here, due to the frequency dependance of the elastic moduli, the standard modal method cannot be employed to calculate a FRF. The direct frequency response method could be used instead. However, when the model size becomes important due to a high order of approximation, to a large mesh or for a dense frequency grid, the computational cost increases very fast. Specific numerical methods are then useful to deal with these problems. The iterative algorithm developed by Duigou et al. [22] enables for example to compute the complex modes and the structural damping of viscoelastic sandwich structures. An asymptotic numerical method has also been employed by Abdoun et al. [23] to compute the forced response of viscoelastic structures.

In the same way, methods based on Padé approximants have also been proposed to limit CPU time. Basically Padé approximant is the rational approximation of a function which agrees with its power series expansion to the highest possible order. The main advantage of Padé approximant is that convergence is not limited by poles contrary to the convergence of a power series expansion. This is a key point for the resonances dominated problems arising in acoustics and vibrations. The literature on this topic is plentiful.

The resonance order necessary with the previous PSDT model. The resulting ZPST model developed by Sulmoni et al. [20] is hence appropriated to model multilayered structures with viscoelastic layers.

2. Viscoelastic properties

Unlike steel or aluminium, viscoelastic materials are known to have frequency and temperature dependent elastic moduli. A frequency-temperature superposition principle exists [see Ref. [1]] and permits to obtain the master curves at a given temperature for a large frequency band by testing the material in a reduced frequency band at different temperatures.

A viscoelastic material sample is hence submitted to an harmonic strain $\epsilon_{11}(\omega, T) = \epsilon_{11}e^{i\omega t}$ at a temperature $T$ and a pulsation $\omega$. The underbar refers to the magnitude of the variable that depends also implicitly on the temperature and the pulsation. The associated stress response $\sigma_{11}(\omega, T) = \sigma_{11}e^{i(\omega t + \phi)}$ is dephased due to the viscous part of the material. The resulting relationship between strain and stress writes with a complex elastic modulus in order to take into account both the elastic and viscous behaviors of the material:

$$\sigma_{11}(\omega, T) = E'(\omega, T)\epsilon_{11}(\omega, T).$$

(1)

The real and imaginary parts of the complex Young's modulus $E'$ are respectively given by:

$$E'(\omega, T) = \frac{\sigma_{11}}{\epsilon_{11}},$$

(2)

$$E''(\omega, T) = \frac{\sigma_{11}}{\epsilon_{11}}\sin(\phi),$$

(3)

and the damping ratio can also be deduced from these equations as:

$$\eta = \frac{E''(\omega, T)}{E'(\omega, T)} = \frac{\tan(\phi)}{\omega}.$$

(4)

The frequency-temperature superposition principle enables to obtain the master curves $E'$ and $E''$ versus frequency at a given temperature by shifting all the measurements at the same temperature $T_0$ with a shift factor $\alpha_{1/T_0}$ such as:

$$\rho \alpha_{1/T_0} E'(\omega, T) = \alpha_{1/T_0} E'(\alpha_{1/T_0} \omega, T_0).$$

(5)

For polymer materials, the following WLF equation established by Williams et al. [1] is generally employed to determine the shift factor:

$$\log(\alpha_{1/T_0}) = \frac{-C_1^0(T - T_0)}{C_2^0 + T - T_0}.$$  

(6)

The coefficients $C_1^0$ and $C_2^0$ used in this equation depend on the material and the temperature $T_0$. It is also important to note that the WLF Eq. (6) is only valid in the specific temperature range $T_0 < T < T_0 + 100^\circ$C above the glass transition temperature $T_g$.

The master curves are measured here with a Dynamic Mechanical Thermal Analyzer (DMTA). First, the coefficients $C_1^0$ and $C_2^0$ in Eq. (6) are identified with several measurements. Then all the measurements are shifted at the same temperature using the Eq. (5). Finally, the real and imaginary parts of the complex Young's modulus hence obtained are interpolated with polynomials such as:

$$E'(\omega, T) = \sum_{p=0}^{N} A_p \omega^p,$$

(7)

$$E''(\omega, T) = \sum_{p=0}^{N} B_p \omega^p.$$  

(8)

In the following, three different materials widely used in the automotive industry have been tested. Fig. 1 presents their properties. Material A is quite soft and has good damping properties especially at low frequencies. Its damping ratio is greater than 0.09 below 100 Hz. Material B is the softest material and has the best damping properties on all the frequency band. Its damping ratio is always greater than 0.2. Material C is stiff and does not exhibit good damping properties. Its maximum damping ratio is 0.04 at 40 Hz. The polynomial fitting presented in Eqs. (7) and (8) is adapted to each case. For example, an order of 8 and 10 is sufficient to interpolate the real and imaginary part of the material C elastic modulus, while an order of 14 is necessary for the material B on two frequency bands. An order of 14 is also used for the material A on a single frequency band.
3. Finite element formulation

The forced vibration problem is described by the classical variational formulation:

$$
\int_V \left( \varepsilon : \sigma \right) + \rho \left( \partial^2 u / \partial t^2 \right) \, dv = \int_V F_e \cdot \delta u \, dv,
$$

(9)

where $\varepsilon$ and $\sigma$ are the strain and stress tensors, $u$ the displacement, $\rho$ the density, and $F_e$ the excitation force assumed to be harmonic in the following.

The finite element ZPST used in this paper is depicted in Fig. 2. The formulation presented in details by Sulmoni et al. [20] is reminded here briefly, and solved by FEM.

3.1. Displacement approximation

The displacement approximation employed in the ZPST element is depicted in Fig. 3 with the p-order approximation and the zigzag function. The zigzag function is added in order to enhance the convergence of the solution at the interfaces. The same approximation is used for the in-plane displacements along $\xi_1$ and $\xi_2$, and for the normal displacement along $\xi_3$.

The displacement vector $\mathbf{u}$ over the element $e$ is hence described with a p-order polynomial and a first-order zigzag function such as:

$$
\mathbf{u}(\xi) = \sum_{i=1}^{n} H_i(\xi_1, \xi_2) \left[ q^{(1)}_i(t) + \xi_3 q^{(2)}_i(t) + \cdots + \xi_3^p q^{(p)}_i(t) \right],
$$

(10)

where $\xi = (\xi_1, \xi_2, \xi_3)$ is the local coordinates vector, $H_i$ is the ith shape function of the n-nodes quadratic shell element, $q^{(i)}_i$ is the vector with the degrees of freedom of node $i$ at the order $j$, $q^{(i)}_i$ is the vector with the degrees of freedom of node $i$ corresponding to the zigzag function, $K$ is the layer number and $z$ is the transverse layer coordinate normalized between $-1$ and $+1$. Introducing $t_k$ the thickness of the kth layer and $t_l$ the total thickness of the multilayer, the relation between the local through-the-thickness coordinate $\xi_3$ and the transverse layer coordinate $z$ writes then:

$$
\xi_3 = -1 + 2 \sum_{k=1}^{K} \frac{t_k}{t_l} + (1 + z) \frac{t_k}{t_l}.
$$

(11)

Eq. (10) is then expressed in a reduced matrix form:

$$
\mathbf{u}(\xi) = \mathbf{H}(\xi)^T \mathbf{q},
$$

(12)

where $\mathbf{H}(\xi)$ is the interpolation matrix over the n-nodes element such as $\mathbf{H}(\xi) = [H_1, H_2, \ldots, H_n]$, and $\mathbf{q}$ is the vector with all the degrees of freedom of the element such as $\mathbf{q} = [q^{(1)}_1, q^{(2)}_1, \ldots, q^{(p)}_n]$. The shape functions of the ith node are hence collected in a matrix form such as:

$$
\mathbf{H}_i = \begin{bmatrix}
H_i & 0 & 0 & \xi_3 H_i & 0 & 0 & (-1)^{K} \xi_3 H_i & 0 & 0 \\
0 & H_i & 0 & 0 & \xi_3 H_i & 0 & 0 & (-1)^{K} \xi_3 H_i & 0 \\
0 & 0 & H_i & 0 & 0 & \xi_3 H_i & 0 & 0 & (-1)^{K} \xi_3 H_i \\
\vdots & \xi_3^2 H_i / p! & \xi_3 H_i / p! & 0 & 0 & \xi_3^2 H_i / p! & \xi_3 H_i / p! & 0 & 0 \\
\vdots & 0 & \xi_3^2 H_i / p! & 0 & 0 & 0 & \xi_3 H_i / p! & 0 & 0 \\
\vdots & 0 & 0 & \xi_3^2 H_i / p! & 0 & 0 & 0 & \xi_3 H_i / p! & 0
\end{bmatrix},
$$

3.2. Finite element discretization

The discretization with finite elements of the variational formulation (9) is then introduced and the interpolation matrix $\mathbf{H}$ is used.
to approximate the displacement over each element. The following elementary mass, stiffness, and force matrices are hence obtained:

\[ \mathbf{\ddot{M}} = \int_V \rho \mathbf{H} \mathbf{H} \, dV, \quad \mathbf{\ddot{K}} = \int_V \mathbf{B}^\top \mathbf{C} \mathbf{B} \, dV, \quad \mathbf{\ddot{F}} = \int_V \mathbf{H} \mathbf{F} \, dV. \]

where \( \mathbf{B} \) refers to the strain–displacement matrix, while \( \mathbf{C} \) refers to the strain–stress matrix. Being given that each element is made up of several layers with different properties, it is therefore necessary to integrate these matrices separately over each layer. Moreover the viscoelastic layer is characterized with a frequency dependant Young modulus. The resulting global strain–stress matrix \( \mathbf{C} \) and stiffness matrix \( \mathbf{K} \) are thus also frequency dependant.

Finally, the curved shell element is obtained from a master element. The integration over the curved element can be found in Ref. [20] with the details of the jacobian. A Gauss numerical integration is employed to calculate the elementary matrices.

The final global problem writes then by making the assembly of elementary matrices:

\[ (\mathbf{K}(\omega) - \omega^2 \mathbf{M}) \mathbf{U} = \mathbf{F}, \]  

where \( \mathbf{K}(\omega) \) and \( \mathbf{M} \) are the global stiffness and mass matrices, \( \mathbf{U} \) is the generalized nodal displacement with all the degrees of freedom and \( \mathbf{F} \) is the generalized nodal excitation. In this equation, \( \mathbf{K}(\omega) \) and \( \mathbf{M} \) are symmetrics.

4. The Padé reconstruction method

The frequency forced response computation of the mechanical system (14) is accelerated using Padé approximants. Instead of solving Eq. (14) at each frequency in a fine grid, the direct calculation is performed on a coarser grid (not necessarily regular) and the solution is reconstructed on the fine grid thanks to Padé approximant.

If \( U_d \) is the FEM solution at some dof \( d \) belonging to a dof subset \( \mathcal{D} \), its power series expansion at \( \omega_0 \) writes

\[ U_d(\omega_0 + \Delta\omega) = \sum_{i=0}^{\infty} u_i \Delta\omega^i, \]

with

\[ u_i = \frac{U_d^{(i)}(\omega_0)}{i!}. \]

Here, \( \omega_0 \) is a sampling point on the coarse grid \( \Omega \). It is important to note that in many applications the response is only needed on a few nodes or a small dof subset \( \mathcal{D} \) and not on all the meshing points. By definition, the \( U_d \)-Padé approximant \([1, M]\) is the rational fraction

\[ Z(\omega) = \mathbf{K}(\omega) - \omega^2 \mathbf{M}. \]

The global problem given in Eq. (14) writes now

\[ U_d(\omega_0 + \Delta\omega) = \frac{P(\Delta\omega)}{Q(\Delta\omega)} + O(\Delta\omega^{L+M+1}), \quad d \in \mathcal{D}, \]

which agrees with \( L+M+1 \) first terms of the \( U_d \) power series expansion at \( \omega_0 \). Here \( P \) is a polynom of degree \( L \)

\[ P = p_0 + p_1 \Delta\omega + \cdots + p_L(\Delta\omega)^L, \]

and \( Q \) is a polynom of degree \( M \)

\[ Q = q_0 + q_1 \Delta\omega + \cdots + q_M(\Delta\omega)^M, \]

with \( q_0 = 1 \). The polynoms \( P \) and \( Q \) have to be computed for each dof \( d \in \mathcal{D} \) and for each value of \( \omega_0 \in \Omega \).

The rational function used here enables to approximate more accurately the solution than the power series expansion. Indeed, for a solution with poles it is rather difficult to use a power series expansion to approximate the solution over a large frequency band while a rational function is more adapted in this case.

**Padé coefficients calculation.** To obtain the coefficients \( p_i \) and \( q_i \), Eq. (17) is rewritten

\[ U_d(\omega_0 + \Delta\omega) Q(\Delta\omega) = P(\Delta\omega) + O(\Delta\omega^{L+M+1}). \]

Applying Liebnitz’s rule on the derivative of a product \([28, 3.3.8]\) with respect to \( \Delta\omega \) yields \([27, Chapter 2]\)

\[ \begin{bmatrix} u_{L-M+1} & u_{L-M+2} & \ldots & u_L \\ u_{L-M+2} & u_{L-M+3} & \ldots & u_{L+1} \\ \vdots & \vdots & \ddots & \vdots \\ u_L & u_{L+1} & \ldots & u_{L+M-1} \end{bmatrix} \begin{bmatrix} q_M \\ q_{M-1} \\ \vdots \\ q_1 \end{bmatrix} = \begin{bmatrix} u_{L+1} \\ u_{L+2} \\ \vdots \\ u_{L+M} \end{bmatrix}, \]

and

\[ p_i = \sum_{k=0}^{i} q_k u_{L-k}, \]

with \( u_i = 0 \) if \( i < 0 \) by convention. First, the denominator coefficients \( q_i \) are the solution of Eq. (21). It is worth noting that this matrix is Toeplitz \([27, Chapter 2]\) (or Hankel according the order of the unknowns) and can be inverted in \( O(n^3) \) operations instead of \( O(n^2) \) for arbitrary system of \( n \) linear equations. Nonetheless, a standard inversion is used in this paper. Even if the condition number is high, the \( q_i \) computation remains robust. Then numerators coefficients \( p_i \) are deduced from the denominators ones using Eq. (22). A prior condition is to compute the derivative of \( U_d \) at \( \omega_0 \).

**Derivatives calculation.** First, the finite element impedance matrix is introduced

\[ Z(\omega) = \mathbf{K}(\omega) - \omega^2 \mathbf{M}. \]

The global problem given in Eq. (14) writes now

\[ U_d(\omega_0 + \Delta\omega) = \frac{P(\Delta\omega)}{Q(\Delta\omega)} + O(\Delta\omega^{L+M+1}), \quad d \in \mathcal{D}, \]
Thanks to Eq. (25) all derivatives of iterative process which requires (i) the factorization of the matrix (stated later); (ii) the derivatives of where ‘0’ subscript denotes the functions are evaluated at putting

Applying again Liebnitz’s rule for the derivative of a product and putting yields

where ‘0’ subscript denotes the functions are evaluated at . Thanks to Eq. (25) all derivatives of can be obtained by a simple iterative process which requires (i) the factorization of the matrix (stated later); (ii) the derivatives of and of .

To calculate these derivatives, the stiffness matrix is splitted into two parts

(26)

Here the matrices related to the elastic layers and related to the viscoelastic layer are now independent of frequency. The derivatives are thus straightforward because is a simple polynomial (see Eqs. (7) and (8)). It is also important to note that the assembly of FE matrices is only performed once.

Matrix factorization. The factorization is carried out thanks to LU factorization because multiple RHS can be easily solved once the factorization is achieved. A drawback of Padé methods is that the storage of and matrices is required. However if a reordering algorithm (nearly indispensable) such AMD is applied to reduce the fill-in in the matrices and, these matrices remain sparse and the storage is not a real problem for the applications proposed here. The other approach proposed by Avery et al. and using an iterative solver is detailed in and may be suitable for large scale problems.

Computational aspect. In the following of the paper we will consider only the case where the polynomial and have the same order for sake of simplicity. In all the performed simulations this assumption leads to accurate results. Two parameters can also be adjusted to enhance the quality of the reconstruction:

- The number of frequency points on the coarse grid. If there are not enough points, the approximation may be not accurate between two points. Simple linear meshing has been performed for and is sufficient at low frequencies. At higher frequencies it is suitable to follow roughly the modal density of the system. Through numerical tests, it has been shown that taking more or less as many points as poles in the studied frequency band is a good rule. However, this is not a stringent assumption because, once the coarse grid approximation has been computed, a simple comparison of the reconstructed fields between two sampling points (see Fig. 6(b)) leads to an efficient convergence test. Then, it is possible to add frequency points one by one, by dichotomy, until a convergence criterion is reached.

- The number of derivatives. The accuracy of the reconstructed solution depends on the number of derivatives. However, the condition number in Eq. (21) depends also on this number. In practice, the number of derivatives that gives a good compromise between the accuracy and the conditioning number is found between 5 and 10. An example on the effect of the number of derivatives is presented in Section 5.1.

If too many points or too many derivatives are chosen, the efficiency in computational time will not be optimal. It is therefore important to adjust these parameters carefully.

Table 1
Example of computational times with 1 central frequency and 25 intermediate frequencies taken into account. Results are computed on 1 element with 120 dof. Calculations are made with Matlab on an Intel(R) Xeon(R) CPU E5430 @ 2.66 GHz, 16Go RAM (see [32]).

<table>
<thead>
<tr>
<th></th>
<th>CPU time (s)</th>
<th>CPU time (s)</th>
<th>CPU time (s)</th>
<th>Speed up</th>
</tr>
</thead>
<tbody>
<tr>
<td>f₀</td>
<td>f₁</td>
<td>f₀/25f₁</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20295 dofs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct method</td>
<td>62</td>
<td>62</td>
<td>1550</td>
<td>14</td>
</tr>
<tr>
<td>Padé with 6 derivatives</td>
<td>72</td>
<td>1.4</td>
<td>107</td>
<td>12</td>
</tr>
<tr>
<td>Padé with 10 derivatives</td>
<td>87</td>
<td>1.7</td>
<td>129</td>
<td>10</td>
</tr>
<tr>
<td>Padé with 14 derivatives</td>
<td>108</td>
<td>2.2</td>
<td>163</td>
<td>10</td>
</tr>
<tr>
<td>90585 dofs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct method</td>
<td>228</td>
<td>228</td>
<td>5700</td>
<td>18</td>
</tr>
<tr>
<td>Padé with 6 derivatives</td>
<td>274</td>
<td>1.9</td>
<td>321</td>
<td>13</td>
</tr>
<tr>
<td>Padé with 10 derivatives</td>
<td>346</td>
<td>3.1</td>
<td>423</td>
<td>13</td>
</tr>
<tr>
<td>Padé with 14 derivatives</td>
<td>436</td>
<td>4.1</td>
<td>538</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2
Characteristics of each material.

<table>
<thead>
<tr>
<th>Material</th>
<th>E (Pa)</th>
<th>ρ(%)</th>
<th>v</th>
<th>ρ (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel 1</td>
<td>2.04e11</td>
<td>0.16</td>
<td>0.30</td>
<td>7680</td>
</tr>
<tr>
<td>Steel 2</td>
<td>2.10e11</td>
<td>0.10</td>
<td>0.30</td>
<td>7850</td>
</tr>
<tr>
<td>Material A</td>
<td>Fig. 1</td>
<td>Fig. 1</td>
<td>0.49</td>
<td>950.0</td>
</tr>
<tr>
<td>Material B</td>
<td>Fig. 1</td>
<td>Fig. 1</td>
<td>0.45</td>
<td>1139</td>
</tr>
<tr>
<td>Material C</td>
<td>Fig. 1</td>
<td>Fig. 1</td>
<td>0.30</td>
<td>967.0</td>
</tr>
</tbody>
</table>

Fig. 4. 2D mesh used for the curved laminated shell.
Finally the global resolution algorithm is the following:

Algorithm 1. Padé approximant
1: Build the matrix $M$, $K_0$, $K_1$
2: for $\omega_0 \in \Omega$ do
3: Build the matrices $Z_0$
4: Compute the matrix $Z_0$ factorisation
5: Compute the $k$-first derivatives of $U$ by solving (25)
6: for $d \in \mathcal{D}$ do
7: Compute $q$ and $p$
8: Compute $U_d$ in the bandwidth
9: Check convergence
10: end for
11: end for

Obviously, the smaller is the number of dof $\mathcal{D}$ to reconstruct, the faster is the computation, but in practice the reconstruction step 6 is very fast in comparison with step 5. An example of CPU time is presented in Table 1 for 20,295 and 90,585 dof. One central frequency is taken into account with 25 intermediate frequencies. The solution is reconstructed over 1 element with 120 dof. Finally, the ratio of the CPU time between the direct method and the Padé approximation method gives a speed up always greater than 10.

5. Results and validations

In order to validate the present methodology and to illustrate its potential, results on two benchmark configurations are presented.

Fig. 5. FRF comparison for the curved laminated shell – black lines: 3D model – grey lines: ZPST model.

Fig. 6. FRF comparison for the curved laminated shell with the ZPST model on FRF $\gamma_2/F_1$ – black line: ZPST model without approximation – : Padé approximation with 6 derivatives – $\triangle$: Padé approximation with 10 derivatives – $\times$: central frequencies.

Fig. 7. Mesh 28 x 16 used for the sandwich plate 1.

Fig. 8. Input mobility $\gamma_1/F_1$ comparison for the sandwich plate – thick black line: experiment-thin grey line: ZPST model with 10 derivatives – $\times$: central frequencies.
and compared respectively with a 3D finite element model and the experiment: (i) a curved laminated shell and (ii) a sandwich plate. The calculation parameters used in all the simulations that follow are detailed below.

The materials used in the following are presented in Table 2. Quadratic quadrangles Q8 are used in the ZPST model. The order \((p = 3)\) for the displacement approximation, the number of central values and of derivatives in the Padé approximant reconstruction method, and the mesh refinement have been chosen to ensure the convergence of the model.

5.1. Curved laminated shell

The viscoelastic shell element is compared here with a 3D finite element on a curved geometry to evaluate its efficiency. The reference 3D mesh is made of 3000 quadratic hexahedral elements \((30 \times 50 \times 2)\) and an exact integration is done with Gauss points. The tested multilayered sample is a quarter of a cylinder with two layers of dimensions \(R = 0.2\ m\) and \(H = 0.2\ m\). The exterior layer is made of steel 1 and has a thickness of 0.5 mm. The viscoelastic interior layer is made of material C and has a thickness of 0.3 mm. Two points are used to identify input and transfer mobilities: \(M_1(\theta = \pi/8; H = 0.025\ m)\), and \(M_2(\theta = 7\pi/8; H = 0.175\ m)\). Free boundary conditions are applied in both models, and the 2D mesh used in this comparison is presented in Fig. 4.

Input and transfer mobilities for the curved laminated shell are compared with the two models in Fig. 5. In this case, the direct method is used in order to compare first the models without the specific numerical method. The results obtained with the ZPST model are in good agreement with the 3D model over the whole frequency band. The slight differences observed in the results are explained by the differences in the geometry with a 2D model and a 3D model. In spite of the viscoelastic layer, the resonances are still visible on the whole frequency band. The viscoelastic layer is however not constrained between two skins. Its efficiency to damp the system is therefore reduced.

On Fig. 6(a) is presented a comparison between the Padé approximant method with 25 central frequencies and 14 derivatives and the direct method. Both FRF are indiscernible and the accuracy of the Padé approximant method is hence demonstrated. However, the number of central frequencies, and the number of derivatives must be taken carefully to obtain the convergence of the Padé approximation.

The effect of the number of derivatives in the Padé approximation is presented in Fig. 6(b). At the junction between two central frequencies, a discontinuity is noticed with six derivatives. This discontinuity is smoothed when 10 derivatives are used. It is also worthwhile to notice that the number of derivatives depends on the variations of the response. For smooth variations, the number of derivatives is limited (e.g. highly damped system or far from the peaks). On the contrary, if the variations are important, it is necessary to increase the number of derivatives. In practice a number of derivatives between 5 and 10 yields to an acceptable reconstruction error for engineering application.

5.2. Sandwich plates

Two sandwich plates are considered here. Free boundary conditions are applied in the experiment and in the model. The panels are suspended with two soft strings and excited with a hammer. Accelerations are then measured at observation points with accelerometers.

5.2.1. Sandwich plate 1

The first multilayered sample tested is a plane sandwich plate of dimensions 0.7 m by 0.4 m. The skins are two identical plates of steel 2 and have a thickness of 0.25 mm. The viscoelastic core is made of material A and has a thickness of 0.8 mm. The input mobility is measured at point \(M_1(0.1\ m; 0.15\ m)\). The 28 \(\times\) 16 mesh used is presented in Fig. 7.

An input mobility comparison between the model and the experiment is presented in Fig. 8. At low frequency, the results obtained with the ZPST model are in good agreement with the measurements. It is important to say that no tuning was made on the numerical results (i.e. the viscoelastic properties in the computation are measured with a DMTA). Above 400 Hz, slight differences are noted but the global trend is still correct. These differences can be explained by measurement uncertainties in the characterization of the viscoelastic material properties. The making process can also modify the material properties at the interface. For thinner viscoelastic layers, this interface effect can be even more important.
5.2.2. Sandwich plate 2

The second multilayered sample tested is a sandwich plate of dimensions 0.5 m by 0.39 m. The skins are two identical plates of steel 1 and have a thickness of 0.55 mm. The viscoelastic core is made of material B and has a thickness of 28 μm. The input and transfer mobilities are measured at two points: $M_1(0.1 \text{ m}; 0.15 \text{ m})$, and $M_2(0.25 \text{ m}; 0.2 \text{ m})$. Finally, the $20 \times 16$ mesh used is presented in Fig. 9.

A comparison of input and transfer mobilities for the sandwich plate 2 between the model and the experiment is presented on Fig. 10. Once again, no tuning is made on the numerical model. At low frequency, the results obtained with the ZPST model are still in good agreement with the measurements. However, contrary to the previous comparison, above 100 Hz large differences appear. We also found the same results with a 3D finite element model. Therefore, the differences do not come from the model but rather from the interface effect. Indeed, the viscoelastic layer is very soft and very thin. The gluing process adds thus an interface that is not negligible and that changes the viscoelastic layer characteristics.

In order to illustrate the phenomena at the interface with the thin viscoelastic layer, the displacements fields along the three directions at the point $M_1$ are depicted in Fig. 11. An harmonic excitation of 200 Hz is applied at the same point. The importance of the ZZ function in the approximation is clearly demonstrated here in the case of a very thin core much softer than the skins. A sharp variation in the displacement at the interface with the viscoelastic core is indeed visible for each component. This behavior shows that the viscoelastic layer is preponderant on the global response of the structure. Therefore, the interface effect related to the gluing process cannot be neglected here. It explains also the differences obtained between the model and the experiment.

6. Conclusions and prospects

The efficiency of the ZPST shell element to model viscoelastic curved structures has been demonstrated in this paper with two main advantages: to reduce the meshing time and to reduce the computational time. Frequency dependant material properties have hence been taken into account for the viscoelastic layers. The Padé approximant method has also been used to evaluate the frequency response functions. Finally, some problems have been highlighted for very thin viscoelastic layers. Indeed, the material properties identified with a DMTA can be modified by the making process at the interface of thin viscoelastic layers. Work is on going on identification of viscoelastic properties of thin cores in sandwich structures.
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