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#### Abstract

The classical boundary element formulation for the Helmholtz equation is rehearsed, and its limitations with respect to the number of variables needed to model a wavelength are explained. A new type of interpolation for the potential is then described in which the usual boundary element shape functions are modified by the inclusion of a set of plane waves, propagating in a range of directions. This is termed the plane wave basis boundary element method. The modifications needed to the classical procedures, in terms of integration of the element matrices, and location of collocation points are described. The well-known Singular Value Decomposition solution technique, which is adopted here for the solution of the system matrix equation in its complex form, is briefly outlined. The conditioning of the system matrix is analysed for a simple radiation problem. The corresponding diffraction problem is also analysed and results are compared with analytical and classical boundary element solutions. The CHIEF method is adopted to enhance the quality of the solution, particularly in the vicinity of irregular frequencies. The plane wave basis boundary element method is then applied to two problems: scattering of plane waves by an elliptical cylinder and the multiple circular cylinder plane wave scattering problem. In both cases results are compared with analytical solutions. The results clearly demonstrate that the new method is considerably more efficient than the classical approach. For a given number of degrees of freedom, the frequency for which accurate results can be obtained, using the new technique, can be up to three or four times higher than that of the classical method. This makes the method a powerful new addition to our tools for tackling high-frequency radiation and scattering problems.
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## 1. Introduction

Over the last forty or so years, the finite element, boundary element and finite difference numerical methods have been spectacularly successful at solving a wide range of problems in science and engineering. These range from the modelling of geophysical problems through structural and stress analysis, to the prediction of the behaviour of semi-conductor devices, to mention only three important fields, out of dozens. The methods are so well known that no survey of the research papers is necessary. Some flavour of the many finite element applications can be gained from the book by Zienkiewicz and Taylor [1], while boundary element applications have been described by Brebbia [2]. These two techniques are complementary so that, although use of finite elements has always been more widespread, boundary elements remain useful for several classes of engineering problems.

Despite the sweeping success of these computer-based methods, there remain many fields, of great interest, where conventional numerical techniques cannot model the problem in sufficient detail. Examples include materials with microstructure, such as composites, turbulent flows, with much fine detail in microscopic eddies, and, the topic of this paper, very short waves. Very short waves occur in many applications of great scientific and engineering interest. These include, for example, high-frequency acoustics, quantum mechanics, and electro-magnetic wave scattering. All such problems can be modelled satisfactorily using conventional finite element, boundary element, or finite difference methods. The difficulty lies in the requirement that all these methods have about 10 nodal points, per wavelength. (There is a more precise mathematical statement of the modelling requirement, see for example Babuška et al. $[3,4]$.) In three dimensions this means that the number of finite element nodes required is at least proportional to 1000 times the number of wavelengths in each spatial direction in the numerical model. For a boundary element model, the 10 node per wavelength requirement is also stipulated, since one is still aiming to capture the essential information in a sinusoidally varying waveform. However, the number of nodes varies in two dimensions only, leading to a quantity given by at least 100 times the number of wavelengths in each surface direction.

Take a specific example. Consider an aeroplane which is scattering radar waves of frequency 30 GHz . The wavelength is seen to be $\lambda=10^{-2} \mathrm{~m}$. For simplicity, take the scattering object to be a sphere of radius $r=10 \mathrm{~m}$. Then the surface area of the sphere is approximately $1200 \mathrm{~m}^{2}$, or $12 \times 10^{6}$ square wavelengths. With 10 nodes per wavelength, this leads to the need for $1.2 \times 10^{9}$ nodal variables. The classical boundary element matrix would thus contain $1.44 \times 10^{18}$ terms. It is evident that even with the most powerful computers available now, or in the foreseeable future, such problems are not soluble.

To make any progress, it is necessary to use a better model of the waves, which will describe them using fewer parameters. One approach for doing this, the subject of this paper, is to include some knowledge of the waves in the element formulation. This was first done for infinite elements by Bettess and Zienkiewicz [5,6], and the concept has been further developed [7]. The idea of including the wave shape in a finite element was first adopted by Astley [8-10], who has also contributed a recent survey of developments in infinite elements [11]. These ideas were further developed by Chadwick et al. [12]. The above concepts were developed in an ad hoc manner for specific wave problems. The next key step was by Melenk and Babuška, who included multiple wave directions in finite elements for short wave problems [13,14]. The concept was formulated
under the general heading of "Partition of Unity Finite Elements Method" (PUFEM), which is a broadly applicable concept which can be used for other situations in which microstructure is present [15]. In simple terms the basic idea is that the presence of conventional finite element polynomials ensures convergence as the mesh is refined, while additional functions (in our case plane waves), enrich the solution space and allow accurate solutions with a coarse mesh. This idea has been further extended by Laghrouche and Bettess [16-18], Ortiz and Sanchez [19], Mayer and Mendel [20] and Farhat et al. [21]. Essentially, instead of using the conventional finite element approximation within each element, a set of plane waves is also included. Although this introduces extra variables, it means that it is no longer necessary to have 10 nodes per wavelength, and indeed there can be many wavelengths between nodes. Thus a modelling process which could be applicable to extremely short waves has been achieved.

From the earliest days of the development of boundary elements, it has been recognised that there is a commonality of method with finite elements, in the representation of the unknown function. Indeed the identical "shape function" interpolations are often adopted. It is therefore very natural to ask whether the ideas described above, which have worked in finite elements, can also succeed with boundary elements. In previous years, the same idea has been theoretically investigated by de La Bourdonnaye [22,23] under the title of Microlocal Discretization for solving scattering problems with integral equations. Its results strongly support the use of the plane wave approximation, especially at high frequency, though no numerical results were reported.

This paper will show that this new finite element basis can be applied in a boundary element formulation and that the accuracies and economies over conventional wave modelling techniques are very substantial. A brief preliminary note [24] described the outlines of the method. In this paper all the details of the implementation of the method, and the investigation of its accuracy and numerical characteristics, including the condition number of the resulting boundary element matrices are given. The new method, which the authors believe will have a significant impact on the modelling of short wave problems in many different fields, is also applied to a range of sample problems. The conjecture that the method is orthogonal to the increasingly popular Fast Multipole Method [25] or other fast iterative solver method [26] remains to be explored and it is hoped that the benefits of the two approaches will be additive.

## 2. Mathematical formulation

### 2.1. Helmholtz integral equations

Let $\Omega$ be a two-dimensional obstacle of smooth boundary line $\Gamma$ in an infinite propagative medium. Throughout this paper, active or passive obstacles with constant complex-valued admittance $v$ and radiating source $v$ will be considered. The mathematical treatment of the scattering of an incident time-harmonic wave $\phi^{I}$ by $\Omega$ leads to the surface Helmholtz integral representation formula for the unknown potential $\phi$ ( $\mathrm{e}^{-\mathrm{i} \omega t}$ time-dependence)

$$
\begin{equation*}
\frac{1}{2} \phi(x)+(\mathscr{K} \phi)(x)-v(\mathscr{S} \phi)(x)=\phi^{I}(x)+(\mathscr{S} v)(x), \quad x \in \Gamma, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
(\mathscr{S} \phi)(x)=\int_{\Gamma} G(x, y) \phi(y) \mathrm{d} \Gamma_{y} \quad \text { and } \quad(\mathscr{K} \phi)(x)=\int_{\Gamma} \frac{\partial G(x, y)}{\partial n} \phi(y) \mathrm{d} \Gamma_{y} \tag{2}
\end{equation*}
$$

denote the single and double-layer potentials. Here, $G(x, y)=\mathrm{i} / 4 \mathrm{H}_{0}(k|x-y|)$ is the free-space Green function with wavenumber $k$ and $n$ is the inward normal unit vector. $\mathrm{H}_{0}$ denotes the Hankel function of the first kind of zero order and $\mathrm{i}=\sqrt{-1}$. For a brief nomenclature $v=0$ corresponds to a hard boundary condition and $|v|=\infty$ will be referred to as a soft boundary condition.

Even though the Helmholtz problem in the exterior domain has a unique solution, the boundary formulation (1) is known to be singular when $k$ is an eigenfrequency of a corresponding interior problem. This non-uniqueness problem is numerically manifested in a one rank deficiency of the system matrix and leads to ill-conditioned systems in a range of frequencies whose bandwidth is strongly related to the quality of the approximation and the mesh discretization [27]. Various alternative formulations of this exterior problem have been suggested to eliminate these difficulties (see for instance Ref. [28]). Among them, the Combined Helmholtz Integral Equation Formulation (CHIEF) proposed by Schenck [29] has the advantage of being easier to implement and computationally less expensive than the other alternative methods. This formulation uses the interior Helmholtz integral equation with points $x_{i=1 . . N_{c}}^{c}$ called CHIEF points inside the body as a constraint to form an overdetermined system of equations

$$
\begin{equation*}
(\mathscr{K} \phi)\left(x_{i}^{c}\right)-v(\mathscr{S} \phi)\left(x_{i}^{c}\right)=\phi^{I}\left(x_{i}^{c}\right)+(\mathscr{S} v)\left(x_{i}^{c}\right), \quad x_{i}^{c} \in \Omega . \tag{3}
\end{equation*}
$$

This formulation has the drawback that points falling on any nodal surface of the related interior problem do not provide linearly independent constraints. However, it will be assumed in the sequel that these unfortunate situations are not being faced, though note that such situations are normally avoided by using multiple CHIEF points.

### 2.2. Finite element basis

A mathematical justification for the use of the plane wave approximation in the integral equation (1) is beyond the scope of this paper. The reader will find some elements of an answer regarding the finite element method from the work of Melenk and Babuška, in which the main results concerning the Helmholtz equation can be found in Section 3.3 in Ref. [13]. The second approach developed by de La Bourdonnaye [22,23] finds its justification in geometrical optics. The author assumes that the solution of the integral equation can be written as a sum of terms like $a(x, k) \mathrm{e}^{\mathrm{i} k \psi(x)}$ where $a(x, k)$ admits a development in $1 / k$. For $k$ sufficiently large, the gradient of the phase $\psi$ is of unit amplitude due to the eikonal equation. Therefore, locally, the solution is asymptotically equivalent to a finite sum of terms like $a(x) \mathrm{e}^{\mathrm{i} k \xi \cdot x}$ with $|\xi|=1$. This form is very similar to the system of plane waves introduced in Ref. [13]. It suggests that one should take $a_{i}(x) \mathrm{e}^{\mathrm{i} k \xi_{i} \cdot x}$ as basis functions, where the functions $a_{i}$ are compactly supported on $\Gamma$ and the vectors $\xi_{i}$ describe the unit circle. In this paper, these functions have been chosen to be the standard
quadratic shape functions associated with the partition of the boundary

$$
\Gamma=\bigcup_{n=1}^{N} \Gamma_{n}
$$

where $\Gamma_{n}$ is analytic and given through $\Gamma_{n}=\left\{\gamma_{n}(\eta)\right.$ : $\left.-1 \leqslant \eta \leqslant 1\right\}$. On each element, the potential is then approximated as

$$
\begin{equation*}
\phi(x)=\sum_{p=1}^{3} \sum_{l=1}^{M} a_{p, l}^{n}(x) \phi_{p, l}^{n}, \tag{4}
\end{equation*}
$$

where the finite element basis $a_{p, l}^{n}$ is the product of the quadratic Lagrangian polynomial $N_{p}$ with a plane wave of direction $\xi_{l}$, namely

$$
\begin{equation*}
a_{p, l}^{n}(x(\eta))=N_{p}(\eta) \mathrm{e}^{\mathrm{i} k \xi!\cdot x} . \tag{5}
\end{equation*}
$$

The continuity of $\phi$ between two adjacent elements will be satisfied if

$$
\begin{equation*}
\phi_{3, l}^{n-1}=\phi_{1, l}^{n} \quad \text { for }(n, l) \in[1, N] \times[1, M], \tag{6}
\end{equation*}
$$

where the index 0 is assimilated with index $N$. Now, in order to give a simple representation of $\phi$ on the boundary $\Gamma$, it is convenient to group the set of indices ( $n, p, l$ ) into a single index. To do this, let $g$ be a one-to-one mapping from the set of indices $(n, p, l) \in[1, N] \times[1,2] \times[1, M]$ to the single index $j \in\left[1, N_{d}\right]$ where $N_{d}=2 N M$ is the total number of degrees of freedom. The potential on $\Gamma$ can be formally written as

$$
\begin{equation*}
\phi(x)=\sum_{j=1}^{N_{d}} q_{j}(x) \phi_{j}=\mathbf{q}^{\mathrm{T}}(x) \boldsymbol{\phi} \tag{7}
\end{equation*}
$$

where the functions $q_{j}$ are defined as follows:

$$
\begin{gather*}
q_{j}=a_{1, l}^{n}+a_{3, l}^{n-1}, j=g(n, 1, l),  \tag{8}\\
q_{j}=a_{2, l}^{n}, j=g(n, 2, l) \tag{9}
\end{gather*}
$$

and $\phi_{p, l}^{n}$ has been replaced by $\phi_{j=g(n, p, l)}$. Though there is no restriction concerning the directions $\xi_{l}$, these are taken to be evenly distributed on the unit circle,

$$
\xi_{l}=\left(\cos \alpha_{l}, \sin \alpha_{l}\right) \quad \text { with } \alpha_{l}=2 \pi l / M
$$

Employing an engineering terminology, the element $\Gamma_{n}$ and the associated approximation (4) will be referred to as a wave boundary element. Let us finish this section by mentioning that the plane wave approximation (4) automatically contains the conventional quadratic interpolation by simply setting $M=1$ and $\xi_{1}=0$. This feature will allow a fair comparison between the usual polynomial interpolation and the new plane wave basis whatever the geometry of the curve $\Gamma$.

### 2.3. Element matrices and numerical integration

When using conventional boundary elements, the collocation points are the natural nodes of the finite element mesh. The new type of approximation (3) requires the definition of some extra collocation points in order to produce a square system. These points have been chosen arbitrarily
to be distributed along each element $\Gamma_{n}$ as

$$
\begin{equation*}
x_{i=g(n, p, l)}=\left\{\gamma_{n}\left(\eta_{p, l}\right): \eta_{p, l}=p-2+(l-1) / M\right\} . \tag{10}
\end{equation*}
$$

The case $M=1$ corresponds to the natural nodes of the quadratic interpolation. One can note that the collocation points as defined above will be regularly distributed in the real space whenever $\Gamma_{n}$ is a portion of either a straight line or a circle. In other cases, the distortion between parametric space and real space will have to be considered. The matrix system is obtained by applying Eq. (1) at the collocation points giving

$$
\begin{equation*}
\mathbf{A} \boldsymbol{\phi}=\left(\frac{\mathbf{W}}{2}+\mathbf{K}-v \mathbf{S}\right) \boldsymbol{\phi}=\mathbf{b} \tag{11}
\end{equation*}
$$

where $W_{i j}=q_{j}\left(x_{i}\right)$ denotes the interpolation matrix $\left(W_{i j}=\delta_{i j}\right.$ when $\left.M=1\right), K_{i j}=\left(\mathscr{K} q_{j}\right)\left(x_{i}\right)$ and $S_{i j}=\left(\mathscr{S} q_{j}\right)\left(x_{i}\right)$ are the boundary element matrices and $b_{i}=\phi^{I}\left(x_{i}\right)+(\mathscr{S} v)\left(x_{i}\right)$ is the source vector. The logarithmic singularity of the single-layer potential can be efficiently handled by using the cubic Telles' transformation [30]. Let $f=G q_{j}\left|\mathrm{~d} \gamma_{n} / \mathrm{d} \eta\right|$ be the singular integrand in the parametric space and $\bar{\eta}$ the local co-ordinate of the singularity. Then

$$
\int_{-1}^{1} f(\eta) \mathrm{d} \eta=\int_{-1}^{1} f\left\{\left[(\gamma-\bar{\gamma})^{3}+\bar{\gamma}\left(\bar{\gamma}^{2}+3\right)\right] /\left(1+3 \bar{\gamma}^{2}\right)\right\} 3\left(\gamma-\bar{\gamma}^{2}\right) /\left(1+3 \bar{\gamma}^{2}\right) d \gamma
$$

where $\bar{\gamma}$ is the image of $\bar{\eta}$ by the cubic mapping. This non-linear transformation automatically provides a great concentration of points near the singularity and has been shown to be much more efficient than the logarithmic Gaussian quadrature formula. In traditional BEM, the rule of thumb of $4-5$ quadratic elements per wavelength with a four-point Gauss-Legendre formula is usually adopted for results of reasonable accuracy [31]. However, the finite element basis (5) allows a significantly increased element size as each element can contain many wavelengths. Therefore, one needs an integration procedure to produce element matrices at any desired accuracy whatever the element length. Here, this is simply done by considering a regular subdivision of the interval $[-1,+1]$ and using 10 Gauss points over each subdivision. Care was taken to ensure that Gauss points did not fall in the close vicinity of a collocation point in order to avoid inaccurate numerical evaluations of the integrands. All operations are performed with double precision and the Green function and its normal derivative are evaluated using the routines for Bessel functions of fractional order (as recommended) from Ref. [32].

### 2.4. Singular value decomposition

In handling poorly conditioned or overdetermined systems, singular value decomposition (SVD) is often considered the ultimate tool. In the following discussion, situations where the SVD of $\mathbf{A}$ is not affected by the non-uniqueness problem will be considered. This can be done by either considering $k$ far enough from the irregular frequencies or by simply properly choosing some CHIEF points. Non-uniqueness effects have been widely studied in the literature (see for instance Refs. [27,28]) and they will not be discussed here.

The SVD of the complex rectangular $\left(N_{c}+N_{d}\right) \times N_{d}$ matrix $\mathbf{A}$ is defined as

$$
\begin{equation*}
\mathbf{A}=\mathbf{U} \mathbf{\Sigma} \mathbf{V}^{\mathrm{H}} \tag{12}
\end{equation*}
$$

where $\mathbf{V}^{\mathrm{H}}$ denotes the conjugate transpose of the matrix $\mathbf{V} . \mathbf{U}$ and $\mathbf{V}$ are both unitary matrices and $\boldsymbol{\Sigma}$ is a diagonal matrix with $N_{d}$ positive or zero elements called the singular values. Without loss of generality the columns of these matrices are assumed to be arranged in order of descending singular values so that $\sigma_{1} \geqslant \sigma_{2} \geqslant \cdots \geqslant \sigma_{N_{d}} \geqslant 0$. Assuming that the matrix $\mathbf{A}$ has full rank (i.e., $\sigma_{N_{d}} \neq 0$ ), the condition number of the rectangular (or possibly square) matrix $\mathbf{A}$ in the 2-norm is obtained by $\kappa=\sigma_{1} / \sigma_{N_{d}}$. Now, let the vectors $\mathbf{V}_{i}, i=1, \ldots, N_{d}$ denote the columns of $\mathbf{V}$. Then the solution of (11) can be written as

$$
\begin{equation*}
\boldsymbol{\phi}=\sum_{i=1}^{N_{d}} \frac{\beta_{i}}{\sigma_{i}} \mathbf{V}_{i} \tag{13}
\end{equation*}
$$

where $\boldsymbol{\beta}=\mathbf{U}^{\mathrm{H}} \mathbf{b}$. The columns in $\mathbf{V}$ can be regarded as an orthogonal basis for the solution space of $\mathbf{A}$, the columns in $\mathbf{U}$ as an orthogonal basis for the range of $\mathbf{A}$ and the $\beta_{i}$ 's are the coefficients of the right-hand side $\mathbf{b}$ in this basis. When the system is overdetermined $\left(N_{c} \neq 0\right)$ then solution (13) is the vector of smallest length minimizing the residual $\|\mathbf{A} \boldsymbol{\phi}-\mathbf{b}\|_{2}$. To cope with finite precision and inaccuracies of the element matrices, denote the computed version of the quantity $\mathbf{X}$ by $\hat{\mathbf{X}}=\mathbf{X}+\Delta \mathbf{X}$. The SVD algorithm then produces $\hat{\mathbf{A}}=\hat{\mathbf{U}} \hat{\mathbf{\Sigma}} \hat{\mathbf{V}}^{\mathrm{H}}$ with $\hat{\boldsymbol{\Sigma}}=\operatorname{diag}\left(\hat{\sigma}_{1}, \ldots, \hat{\sigma}_{N_{d}}\right)$ and $\hat{\kappa}=\hat{\sigma}_{1} / \hat{\sigma}_{N_{d}}$.

When some of the singular values are very small but non-zero then the matrix $\hat{\mathbf{A}}$ is nearly rankdeficient and the direct application of the computed version of (13) may give rise to poor solutions corrupted by roundoff errors (see Refs. [32,33] for useful discussion on that topic). The deviation $\Delta \mathbf{A}$ is due to the integration procedure and the SVD algorithm itself and the level of accuracy of the approximate matrix $\hat{\mathbf{A}}$ is of order $\varepsilon$, i.e., $\|\Delta \mathbf{A}\|_{2} \leqslant \varepsilon\|\mathbf{A}\|_{2}$. Now, let $\delta>0$ be a small number and adopt the convention that $\hat{\mathbf{A}}$ has numerical rank $\hat{r}$ if the $\hat{\sigma}_{i}$ satisfy

$$
\begin{equation*}
\hat{\sigma}_{1} \geqslant \cdots \geqslant \hat{\sigma}_{\hat{r}}>\left(\delta \hat{\sigma}_{1}\right) \geqslant \hat{\sigma}_{\hat{r}+1} \cdots \geqslant \hat{\sigma}_{N_{d}} . \tag{14}
\end{equation*}
$$

In other words, one is assuming that $\hat{\mathbf{A}}$ can be fairly approximated by the $\hat{r}$-rank matrix

$$
\begin{equation*}
\hat{\mathbf{A}}_{\hat{r}}=\hat{\mathbf{U}} \operatorname{diag}\left(\hat{\sigma}_{1}, \ldots, \hat{\sigma}_{\hat{r}}, 0, \ldots, 0\right) \hat{\mathbf{V}}^{\mathrm{H}} \tag{15}
\end{equation*}
$$

By assuming that the 2-norm of the matrices $\Delta \mathbf{U}$ and $\Delta \mathbf{V}^{\mathrm{H}}$ is bounded by $\varepsilon$ and given the fact that $\|\mathbf{U}\|_{2}=\left\|\mathbf{V}^{\mathrm{H}}\right\|_{2}=1$, gives the following inequality:

$$
\begin{equation*}
\left\|\hat{\mathbf{U}} \operatorname{diag}\left(0, \ldots, 0, \hat{\sigma}_{\hat{r}+1}, \ldots, \hat{\sigma}_{N_{d}}\right) \hat{\mathbf{V}}^{\mathrm{H}}\right\|_{2} \leqslant \hat{\sigma}_{\hat{r}+1}\left(1+2 \varepsilon+\varepsilon^{2}\right) \tag{16}
\end{equation*}
$$

Thus, for $\varepsilon$ sufficiently small, the 2-norm of the ignored part of $\hat{\mathbf{A}}$ is bounded by $\delta \hat{\sigma}_{1} \approx \delta\|\mathbf{A}\|_{2}$. Therefore, the singular values whose magnitude are below $\varepsilon$ are likely to reflect "noise" rather than significant information. Then, by choosing $\delta<\varepsilon$, one can expect the truncated vector solution

$$
\begin{equation*}
\hat{\boldsymbol{\phi}}_{\hat{r}}=\sum_{i=1}^{\hat{r}} \frac{\hat{\beta}_{i}}{\hat{\sigma}_{i}} \hat{\mathbf{V}}_{i} \tag{17}
\end{equation*}
$$

to be a good approximation to $\phi$ provided that the discarded components $\hat{\beta}_{i}(i>\hat{r})$ are negligible In other words, the truncation will be effective and reliable on condition that the right-hand side vector $\hat{\mathbf{b}}$ 'almost' lies in the range of $\hat{\mathbf{A}}_{\hat{r}}$. Otherwise, it is likely to cause unacceptable incompatibility. A numerical study carried out in Section 3.2 for a very simple configuration will provide a numerical answer to these issues.

## 3. Numerical aspects

### 3.1. Conditioning

It is known from previous work that the new finite element basis (4) gives rise to numerical instabilities manifested in highly ill-conditioned matrices [18,21]. It has been observed that the condition number grows very fast as the number of plane waves becomes large or as the frequency decreases. The analysis of the conditioning is of course related to the formulation, FEM or BEM for instance, and the resolution scheme such as the variational approach or the collocation technique. In the present case, it will be shown that the condition number is mainly governed by only two parameters: the number of collocation points or samples per wavelength, $\alpha$, and the number $M$ of directions in the plane wave basis. This can be easily demonstrated by observing that expansion (4) shares some similarities with a truncated 1-D Fourier series, the latter being a very particular case of the former.

Consider the ideal case of a single constant element (i.e., $N_{1}=1$ and $N_{2}=N_{3}=0$ ) lying on the real line $x=(s, 0)$. On this element, the approximation has the simple form:

$$
\begin{equation*}
\phi(s, 0)=\sum_{j=1}^{M} \phi_{j} \mathrm{e}^{\mathrm{i} k \xi_{j}^{\prime} s}, \quad\left|\xi_{j}^{\prime}\right| \leqslant 1 \tag{18}
\end{equation*}
$$

where $\xi_{j}^{\prime}$ can be interpreted as the projection of the vector $\xi_{j}$ on the horizontal axis. By considering a regular distribution of coefficients $\left\{\xi_{j}^{\prime}=2 j / M-1, j=1, \ldots, M\right\}$, the previous series is periodic and the interpolation problem can be written as

$$
\begin{equation*}
\sum_{j=1}^{M} \phi_{j} z_{i}^{j}=z_{i}^{M / 2} \phi\left(s_{i}, 0\right), \quad z_{i}=\mathrm{e}^{\mathrm{i} k(2 / M) s_{i}} \tag{19}
\end{equation*}
$$

where the $s_{i}$ 's are real-valued samples. This is a polynomial interpolation problem that has a unique solution if the nodes $z_{i}$, located on the unit circle, are distinct. If the samples are regularly distributed with sampling rate $\Delta$ then the interpolation matrix reads

$$
\begin{equation*}
W_{i j}=\mathrm{e}^{\mathrm{i} 2 \pi(2 / \alpha)(i \cdot j / M)} \tag{20}
\end{equation*}
$$

in which

$$
\begin{equation*}
\alpha=\frac{2 \pi}{k \Delta} \tag{21}
\end{equation*}
$$

defines the number of degrees of freedom per wavelength. The conditioning of the interpolation matrix $\mathbf{W}$ is displayed in Table 1 . As the number of plane waves $M$ increases, the condition number $\hat{\kappa}$ grows very rapidly with respect to $\alpha$. Above a certain threshold estimated at $10^{16}$, the computer fails in evaluating correctly the condition number (and more precisely the smallest singular values) because the machine precision is reached. An inspection of the SVD of $\mathbf{W}$ reveals that the set of singular values does not split into subsets of small and large singular values. This makes the determination of the numerical rank rather arbitrary. Now observe the particular but positive effect when $\alpha=2$. For this value, $\mathbf{W}$ exactly corresponds to a Discrete Fourier Transform matrix and $M^{-1 / 2} \mathbf{W}$ is a unitary transformation, therefore $\kappa=1$ whatever the system dimension. For higher values $(\alpha>2)$, the condition numbers grow more or less rapidly according to the
number of directions $M$. However, the nodes $z_{i}$ are distinct and, despite the very bad conditioning of the interpolation matrix, the system always remains non-singular. When $\alpha<2$, the system is singular if $\left|\xi_{j}^{\prime}-\xi_{j^{\prime}}^{\prime}\right|_{j \neq j^{\prime}}$ is a multiple of $\alpha$.

As a test case for comparison with previous results, choose the hard circular cylinder of radius $a$. The boundary discretization is considered to be perfectly regular and

$$
\begin{equation*}
\Gamma_{n}=\left\{x(\theta)=a(\cos \theta, \sin \theta): \frac{2 \pi}{N}(n-1) \leqslant \theta \leqslant \frac{2 \pi}{N} n\right\} . \tag{22}
\end{equation*}
$$

This allows the following equality:

$$
N_{d}=2 N M=\alpha k a
$$

to be always satisfied even for the extreme value $M=1$ corresponding to the conventional approach. It is essential for short wave scattering problems, solved by whatever method, that the geometry of the scatterer be defined precisely as in (22). This matter is discussed in the conclusions.

The condition numbers of the system matrix $\mathbf{A}$ are shown in Table 2 for the particular frequency $k a=64$. Since the non-uniqueness problem occurs when $k a$ are the zeros of the integer order Bessel functions [28] the closest singular frequency appears at $k a=64.0629 \ldots$. However, its influence on the conditioning is negligible as shown in the first row corresponding to the quadratic approximation. The behaviour with respect to $\alpha$ and $M$ is comparable with Table 1 and small values for $\alpha$ (say $2 \leqslant \alpha \leqslant 3$ ) produce moderate condition numbers. Here again, values of $\hat{\kappa}$ above $10^{16}$ are subject to doubt and real values are probably much bigger. In the next two section an error analysis is carried out for two Neumann-like problems associated with the same system matrix of Table 2.

Table 1
Condition numbers for a simple model $\left(\log _{10}(\hat{\kappa})\right)$

|  | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ | $\alpha=5$ | $\alpha=6$ |
| :--- | :--- | :--- | :---: | ---: | ---: |
| $M=8$ | 0.0 | 1.9 | 3.0 | 3.8 | 4.5 |
| $M=16$ | 0.0 | 4.5 | 6.9 | 8.6 | 9.9 |
| $M=32$ | 0.0 | 9.9 | 14.9 | 16.5 | 16.3 |

Table 2
Condition numbers for the hard circular cylinder at $k a=64\left(\log _{10}(\hat{\kappa})\right)$

|  | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ | $\alpha=5$ | $\alpha=6$ |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Quadratic | 1.2 | 1.2 | 1.2 | 1.2 | 1.2 |
| $M=8$ | 4.4 | $5.2(\mathrm{a})$ | 7.2 | 10.6 | 10.3 |
| $M=16$ | 3.5 | 7.5 | $10.7(\mathrm{~b})$ | 16.8 |  |
| $M=32$ | 3.9 | $16.3(\mathrm{c})$ | 16.1 (d) | 16.9 (e) |  |

### 3.2. Error analysis for a radiation problem

As a first test case, consider a radiation problem with $v=1, v=0$ and $k a=64$. The analytical solution is independent of $\theta$ and is given by $\left.\tilde{\phi}\right|_{\Gamma}=\mathrm{H}_{0}(k a) /\left(k \mathrm{H}_{1}(k a)\right)$, where $\mathrm{H}_{1}$ is the Hankel function of the first kind of order one. Because some numerical instabilities are expected especially for highly ill-conditioned system matrices, solution vectors $\hat{\mathbf{V}}_{i}$ associated with 'small' singular values (i.e., below $\delta \hat{\sigma}_{1}$ ) are discarded. Through various numerical experiments, it has been observed that best results were obtained when $10^{-12} \leqslant \delta \leqslant 10^{-13}$. These values are in agreement with Ref. [32] and roughly correspond to the SVD solver accuracy in double precision. The effect of thresholding is displayed in Table 3 for five different cases referenced in Table 2. The $L_{2}$ relative error is defined as

$$
\begin{equation*}
E_{2}=\frac{\|\phi-\tilde{\phi}\|_{L_{2}(\Gamma)}}{\|\tilde{\phi}\|_{L_{2}(\Gamma)}} \tag{23}
\end{equation*}
$$

where $\phi$ and $\tilde{\phi}$ denote the computed and exact solutions respectively. These values were computed by adding to the system 10 CHIEF constraints in order to cancel any irregular frequency effect on the quality of the solution. For the first two cases, the condition number is too low and the thresholding is not active. An interesting result is the ability of the plane wave basis to represent a constant profile with 6-7 exact digits by using only 4 degrees of freedom per wavelength (case (b)). In situations where the systems are very poorly conditioned (cases (c)-(e)), a cut-off at $\delta=10^{-12}$ improves the results by $1-3$ digits. Note that the accuracy does not improve as drastically as from case (a) to (b). In fact, some missing information is contained in the last discarded vectors $\hat{\mathbf{V}}_{i}$ and better results would certainly be achieved in a multiple precision context.

Table 4 gives a better understanding of thresholding effects. The first two columns show the Root Mean Square of the truncated solution vector $\hat{\boldsymbol{\phi}}_{\hat{r}}$ and the full one $\hat{\boldsymbol{\phi}}$. Effects on compatibility are illustrated in the next two columns where values for the 2 -norm of the residual vectors $\hat{\mathbf{r}}_{\hat{r}}=\hat{\mathbf{A}} \hat{\boldsymbol{\phi}}_{\hat{r}}-\hat{\mathbf{b}}$ and $\hat{\mathbf{r}}=\hat{\mathbf{A}} \hat{\boldsymbol{\phi}}-\hat{\mathbf{b}}$ are shown. The last column gives the magnitude of the discarded components $\hat{\beta}_{i}$. Though numerical instabilities associated with small singular values strongly perturb the vector solution $\hat{\boldsymbol{\phi}}$, their effects on the $L_{2}$ error are rather mild and the good solutions for $\phi$ recovered after recombination in Eq. (7) can still be obtained even without thresholding. This is mainly due to the fact that the decomposition of the source vector in the $\hat{\mathbf{U}}_{i}$ basis has very small component $\hat{\beta}_{i}$ for $i>\hat{r}$ and the numerical rank estimation at $\delta=10^{-12}$ does not produce a substantial departure from compatibility.

Table 3
Effect of thresholding $\left(\delta=10^{-12}\right)$ on the $L_{2}$ relative error

|  | Thresholding (\%) | No thresholding (\%) |
| :--- | :--- | :--- |
| Case (a) | 1.45 | 1.45 |
| Case (b) | $9.5 \times 10^{-5}$ | $9.5 \times 10^{-5}$ |
| Case (c) | $2.2 \times 10^{-6}$ | $1.0 \times 10^{-4}$ |
| Case (d) | $2.6 \times 10^{-7}$ | $5.0 \times 10^{-3}$ |
| Case (e) | $2.5 \times 10^{-7}$ | $5.0 \times 10^{-4}$ |

Table 4
Effect of thresholding $\left(\delta=10^{-12}\right)$ on the solution vector and the residual

|  | $N_{d}^{-1 / 2}\left\\|\hat{\boldsymbol{\phi}}_{\hat{r}}\right\\|_{2}$ | $N_{d}^{-1 / 2}\\|\hat{\boldsymbol{\phi}}\\|_{2}$ | $\left\\|\hat{\mathbf{r}}_{\hat{r}}\right\\|_{2}$ | $\\|\hat{\mathbf{r}}\\|_{2}$ | $\max _{i>\hat{r}}\left\|\hat{\beta}_{i}\right\|$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Case (a) | $4.2 \times 10^{-2}$ | $4.2 \times 10^{-2}$ | $1.0 \times 10^{-4}$ | $1.0 \times 10^{-4}$ | 0.0 |
| Case (b) | $7.1 \times 10^{-2}$ | $7.1 \times 10^{-2}$ | $1.0 \times 10^{-10}$ | $1.0 \times 10^{-10}$ | 0.0 |
| Case (c) | $8.7 \times 10^{-3}$ | $3.6 \times 10^{0}$ | $5.0 \times 10^{-12}$ | $4.0 \times 10^{-12}$ | $1.5 \times 10^{-12}$ |
| Case (d) | $5.3 \times 10^{-3}$ | $5.9 \times 10^{2}$ | $2.2 \times 10^{-11}$ | $7.2 \times 10^{-11}$ | $9.2 \times 10^{-12}$ |
| Case (e) | $2.7 \times 10^{-3}$ | $9.2 \times 10^{2}$ | $3.6 \times 10^{-11}$ | $1.3 \times 10^{-10}$ | $2.0 \times 10^{-11}$ |

### 3.3. Error analysis for a scattering problem

In this section, some results for the scattering of an incident plane wave $\phi^{I}(x)=\mathrm{e}^{\mathrm{i} k d \cdot x}$ propagating along the horizontal direction $d=(1,0)$ by a hard circular cylinder of radius $a$ will be presented. In polar co-ordinates, the field can be represented by separable solutions and the exact scattered potential is given by the infinite series [34]:

$$
\begin{equation*}
\tilde{\phi}^{S}(x)=-\frac{\mathrm{J}_{0}^{\prime}(k a)}{\mathrm{H}_{0}^{\prime}(k a)} \mathrm{H}_{0}(k r)-2 \sum_{n=1}^{\infty} \mathrm{i}^{n} \frac{\mathrm{~J}_{n}^{\prime}(k a)}{\mathrm{H}_{n}^{\prime}(k a)} \mathrm{H}_{n}(k r) \cos n \theta, \tag{24}
\end{equation*}
$$

where $x=r(\cos \theta, \sin \theta), \mathrm{H}_{n}(k r)$ and $\mathbf{J}_{n}(k r)$ are, respectively, Hankel and Bessel functions of the first kind and order $n$, and the prime denotes differentiation with respect to $k r$. This series is wellbehaved and allows one to produce very accurate results without deterioration at high frequency. Fig. 1 shows the $L_{2}$ relative error corresponding to the same matrix systems as those referenced in Table 2. In all cases, 10 CHIEF equations are used and computed solutions are filtered at $\delta=10^{-12}$. This exhibits an algebraic-like convergence whose rate depends on the number of directions $M$. The last two results for the case $M=32$ are not as good as expected and it is believed that better results would have been achieved in a multiple precision context. One can note that errors obtained are of the same magnitude as those reported in Table 3 concerning the radiation problem. The same experiment has been led without thresholding and effects on the errors are similar to the previous section. Results from the conventional approach are also shown in order to compare the two approaches. The striking result is that for $\alpha \geqslant 3$, the plane wave approximation exhibit errors between 4 and 8 orders of magnitude smaller than those of the conventional approximation.

In Table 5 are displayed errors obtained with $M=32$ and $\alpha=2.5$ for a large frequency range. The associated condition numbers are also presented. The last column shows results obtained by using the quadratic approximation with $\alpha=10$. In all cases, we used 30 CHIEF equations and $\delta=10^{-12}$. At low frequency (say $k a<50$ ), 2.5 degrees of freedom per wavelength seems too low to obtain a satisfying solution. Results are much more accurate at higher frequencies and this is in agreement with de La Bourdonnaye [23]. Clearly, the accuracies and economies over conventional approximation are very substantial for this frequency range. Because $\alpha$ and $M$ are kept fixed, the condition number grows moderately with respect to the system dimension and the thresholding is not active here.


Fig. 1. Error analysis for the hard circular cylinder, $k a=64$. $\square \square, M=8 ;-\triangle-, M=16 ;-\bigcirc-, M=32 ;-$ - - quadratic.

Table 5
Relative $L_{2}$ errors for a scattering problem

| $k a$ | Rel. $L_{2}$ err. $(\%)$ <br> $M=32, \alpha=2.5$ | C.N. $\left(\log _{10}(\hat{\kappa})\right)$ <br> $M=32, \alpha=2.5$ | Rel. $L_{2}$ err. (\%) <br> Quad., $\alpha=10$ |
| :--- | :--- | :--- | :--- |
| 25.6 | 11.7 | 4.1 | 0.68 |
| 51.2 | 1.68 | 4.2 | 0.65 |
| 76.8 | 0.47 | 4.6 | 0.74 |
| 102.4 | 0.02 | 5.3 | 0.65 |
| 128.0 | 0.05 | 5.6 | 0.65 |
| 153.6 | 0.05 | 5.9 | 0.65 |
| 179.2 | 0.05 | 6.0 | 1.09 |
| 256.0 | 0.02 | 6.5 | Not available |
| 384.0 | 0.14 | 7.1 | Not available |
| 512.0 | 0.68 | 8.0 | Not available |

In Fig. 2 are displayed the real part of the computed solutions for the two cases $k a=128$ and 256 along the first wave boundary element $\Gamma_{1}$ located in the shadow zone. It can be checked that both wave elements contains approximately $2 M / \alpha \approx 26$ oscillations.

## 4. Numerical examples

It will be shown that these new wave boundary elements can be used for dealing with a great variety of situations with flat geometries or in the presence of multiple reflections. All numerical


Fig. 2. Potential along a single wave element in the shadow zone. Dashed line, $k a=128$; straight line, $k a=256$.
experiments have been performed by using 10 CHIEF equations and solutions are filtered at $\delta=10^{-12}$.

### 4.1. Scattering by an elliptical cylinder

Consider the scattering of an incident plane wave propagating along the direction $d=$ $\left(\cos \theta^{I}, \sin \theta^{I}\right)$ by an elliptical cylinder of semi-major axis $a$ (resp. semi-minor axis $b$ ). The analytical solution for the scattered field can be developed in terms of Mathieu functions and is given in Ref. [34]

$$
\begin{equation*}
\tilde{\phi}^{S}(x)=-2 \sum_{n=0}^{\infty} \mathrm{i}^{n} b_{n} \operatorname{ce}_{n}\left(\theta^{I}, h\right) \mathrm{ce}_{n}(\theta, h)-2 \sum_{n=1}^{\infty} \mathrm{i}^{n} c_{n} \operatorname{se}_{n}\left(\theta^{I}, h\right) \operatorname{se}_{n}(\theta, h), \tag{25}
\end{equation*}
$$

where $x=(a \cos \theta, b \sin \theta)$ is an evaluation point on the boundary of the cylinder, $h=k^{2}\left(a^{2}-\right.$ $\left.b^{2}\right) / 4$ and $\mathrm{ce}_{n}, \mathrm{se}_{n}$ are known as Mathieu functions of the first kind of order $n$ [35]. Coefficients $b_{n}$ and $c_{n}$ are dependent upon the boundary conditions. In the hard case, these are obtained from

$$
b_{n}=\frac{\operatorname{Mc}_{n}^{(1)^{\prime}}(U, h) \mathrm{Mc}_{n}^{(3)}(U, h)}{\operatorname{Mc}_{n}^{(3)^{\prime}}(U, h)}, \quad c_{n}=\frac{\operatorname{Ms}_{n}^{(1)^{\prime}}(U, h) \mathrm{Ms}_{n}^{(3)}(U, h)}{\operatorname{Ms}_{n}^{(3)^{\prime}}(U, h)},
$$

where $U=\operatorname{arctanh}(b / a), \mathrm{Mc}_{n}^{(1)}, \mathrm{Mc}_{n}^{(3)}, \mathrm{Ms}_{n}^{(1)}, \mathrm{Ms}_{n}^{(3)}$ are modified Mathieu functions [34] and prime denotes differentiation with respect to the first argument. Series (25) converges for $|\cosh U|>1$ and $\operatorname{Re} U>0$. All Mathieu functions were computed using Special Function FORTRAN Routines available in Ref. [36]. Despite the good accuracy of the functions involved in the series, its evaluation numerically breaks down for $k a>40$ due to severe roundoff errors when computing coefficients $b_{n}$ and $c_{n}$.


Fig. 3. Error analysis for the hard elliptical cylinder, $k a=20 .-\bigcirc-, \theta^{I}=30^{\circ} ;-\Delta-, \theta^{I}=60^{\circ} ;-\diamond-, \theta^{I}=90^{\circ}$.

The quality of the solution $\phi$ for a relatively large range of aspect ratios $(0.5 \geqslant b / a \geqslant 0.01)$ at $k a=20$ and three angles of incidence $\theta^{I}=30^{\circ}, 60^{\circ}$ and $90^{\circ}$ will be investigated. The elliptical boundary is represented with only one element and 24 directions are considered ( $N_{d}=48$ ). The $L_{2}$ relative errors are displayed in Fig. 3. The decrease of the errors with respect to the aspect ratio is simply due to the increase of the parameter $\alpha$ whose average value is 3.11 at $b / a=0.5,3.75$ at $b / a=0.05$ and 3.76 at $b / a=0.01$. The strong variations of the errors are then in agreement with results of Fig. 1. The slightly better results obtained when $\theta^{I}=30^{\circ}$ may be attributed to the behaviour of the total potential on the surface of the scatterer that tends to be singular for a vertical incident wave and regular for horizontal incidence.

It should be mentioned that the parameter $\alpha$ is no longer a constant and only its average value $\alpha=N_{d} \lambda / P$ where $P$ is the perimeter of $\Gamma$, is available. For instance, the distance between two samples (i.e., collocation points) located on the flat region of the ellipse ( $\theta \sim \pm \pi / 2$ ) is about 1.6 times the average sampling distance. This distortion may affect the quality of the results especially in borderline cases where $\alpha$ is taken to be close to the critical value 2 . This sampling problem will no longer be discussed here and this is subject to further investigation.

To visually identify effects of various parameters such as the angle of incidence or boundary conditions, it is convenient to represent the scattered far field on a polar plot. The far field pattern $\phi_{\infty}$ is defined by the asymptotic behaviour of the scattered wave $\phi^{S}(x)=\mathrm{e}^{\mathrm{i} k|x|}|x|^{-1 / 2} \phi_{\infty}(\hat{x})+$ $O\left(|x|^{-3 / 2}\right)$ as $|x| \rightarrow \infty$, uniformly for all directions $\hat{x}=x /|x|$. From the asymptotics for the Hankel function for large argument and using the fact that $|x-y|=|x|-\hat{x} \cdot y+O\left(|y|^{2} /|x|\right)$, the far field pattern is given by

$$
\begin{equation*}
\phi_{\infty}(\hat{x})=\sqrt{\frac{k}{8 \pi}} \mathrm{e}^{-\mathrm{i} \pi / 4} \int_{\Gamma}(\hat{x} \cdot n(y)+\mathrm{i} v) \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot y} \phi(y) \mathrm{d} \Gamma_{y} . \tag{26}
\end{equation*}
$$



Fig. 4. Far field patterns (dB) for the elliptical cylinder at $k a=20$ with $b / a=0.1$. (a) Hard cylinder: straight line, $\theta^{I}=0^{\circ}$; dashed line, $\theta^{I}=90^{\circ}$. (b) Incidence $\theta^{I}=45^{\circ}$ : straight line, soft; dashed line, hard.

In Fig. 4(a) far field patterns in decibels (i.e., $10 \log _{10}\left|\phi_{\infty}\right|^{2}$ ) are shown for two extreme cases $\theta^{I}=0^{\circ}$ and $\theta^{I}=90^{\circ}$ at $k a=20$ and $b / a=0.1$. As expected, the scattered field is less intense for horizontal incidence than for vertical. Note that as the aspect ratio tends to zero, the scattered field for $\theta^{I}=0^{\circ}$ will vanish whereas the far field pattern associated with the vertical incidence will be symmetric with respect to the horizontal line. Fig. 4(b) illustrates boundary condition effects for an incidence $\theta^{I}=45^{\circ}$. The soft case has been computed by considering high values for the impedance norm $|v|$ until its effect becomes indistinguishable on the graph. This clearly shows that the scattering in the forward direction is weakly affected by the physical nature of the obstacle while the soft condition strongly attenuates the directivity pattern in the backward direction.

### 4.2. Multibody wave propagation problems

As a final example, the problem of water wave-structure interaction by an array of four bottom-mounted vertical rigid cylinders of circular section of radius $a$ arranged at the vertices of a square of side length $2 b$ is presented. The cylinders, numbered $1-4$, are situated at $(-b,-b),(-b, b),(b, b),(-b, b)$, respectively, and extend from the bottom $z=-h$ up through the free surface $z=0$. This is a typical cylinder configuration with applications in the offshore industry. The reduction of the problem to the Helmholtz equation is accomplished by a separation of variables approach in which the velocity potential $\Phi(x, z, t)$ is taken to have a hyperbolic cosine variation with depth $z$,

$$
\begin{equation*}
\Phi(x, z, t)=-\frac{\mathrm{i} g H}{2 \omega} \frac{\cosh k(z+h)}{\cosh k h} \phi(x) \mathrm{e}^{-\mathrm{i} \omega t} \tag{27}
\end{equation*}
$$

where $g$ is the gravitational constant, $H$ is the wave height and $\omega$ the wave angular frequency. The wave number $k$ is the real positive solution of the dispersion relation $k \tanh k h=\omega^{2} / g$. As a


Fig. 5. Non-dimensional amplitude of the first order force in the direction of the wave advance $(b / a=2)$. -cylinder (1), -- - cylinder (2), -- - cylinder (3).
practical illustration, consider the first-order hydrodynamic force $F^{(j)}$ exerted on each cylinder due to an incident plane wave $\phi^{I}(x)=\mathrm{e}^{\mathrm{i} k d \cdot x}$ with direction $\theta^{I}=45^{\circ}$ so that effects on cylinders 2 and 4 are identical. By denoting $\Gamma^{(j)}$, the boundary line of the horizontal section of the cylinder $(j)$, we have

$$
\begin{equation*}
F^{(j)}(t)=-\frac{\rho g H \tanh k h}{2 k} \mathrm{e}^{-\mathrm{i} \omega t} \int_{\Gamma^{(j)}} \phi(y) n(y) \mathrm{d} \Gamma_{y}, \tag{28}
\end{equation*}
$$

where $\rho$ is the density of the fluid. In Fig. 5 are displayed the non-dimensional amplitudes

$$
\begin{equation*}
f^{(j)}=\frac{1}{2 \pi a}\left|\int_{\Gamma^{(j)}} \phi(y) d \cdot n(y) \mathrm{d} \Gamma_{y}\right| \tag{29}
\end{equation*}
$$

of the first order force in the direction of the wave advance plotted against $k a$ in the case $b / a=2$. All cylinders are represented with only two elements and $M=16$ directions were taken. These curves show that multi-body interaction can give rise to important resonance effects on the amplitude of the first order force. These effects can be conveniently illustrated in Fig. 6 where the maximum free-surface elevation amplitude $|\eta|=H / 2|\phi|$ (we took $H=2$ ) has been plotted at the resonance $k a=1.7$. The build-up in front of cylinder 3 is over four times the amplitude of the incident wave. For this particular example, the results were checked with the approximate series given in Ref. [37]. In Table 6, the value of the potential at the North pole of each cylinder is compared. Here again, the accuracy is outstanding ( 8 to 9 exact digits) and the plane wave basis remains very effective in a multi-reflection context.


Fig. 6. Maximum free-surface elevation amplitude $|\eta|$ at $k a=1.7,(b / a=2)$.

Table 6
Comparison with Linton and Evans formula at the North pole of each cylinder at $k a=1.7$

|  | $\phi$ (computed) | $\tilde{\phi}$ (from approximate series in Ref. [37]) |
| :--- | :---: | :---: |
| Cylinder (1) | $-2.418395682+\mathrm{i} 0.753719398$ | $-2.418395683+\mathrm{i} 0.753719398$ |
| Cylinder (2) | $2.328927403-\mathrm{i} 0.310367705$ | $2.328927400-\mathrm{i} 0.310367707$ |
| Cylinder (3) | $0.350611956-\mathrm{i} 0.198852086$ | $0.350611956-\mathrm{i} 0.198852086$ |
| Cylinder (4) | $-0.383803273+\mathrm{i} 1.292792457$ | $-0.383803272+\mathrm{i} 1.292792455$ |

## 5. Conclusions

This paper has described the use of a plane wave basis to express the potential variable in the Helmholtz problem in a boundary element context. Since the new basis has been included as part of the element shape function, the fundamental solution for this problem remains unchanged, and the new approach may be coded relatively simply.

Accurate results have been demonstrated for classical scattering problems, including cases with multiple cylinders. Some numerical features of the approach have been determined that are essential for its successful usage. These may be summarised as follows: (i) The accurate representation of the geometry of the scattering body. This is a requirement of the physics of the problem, and is not related to the particular technique adopted. When the waves are very short, the results obtained are sensitive to changes in the geometry typically of a tenth of the wavelength. This implies that for relatively long waves, a circular cylinder, for example can be represented as a
high order regular polygon, without any adverse effect upon the results. But for short waves the cylinder must be modelled precisely, if spurious oscillations in the scattered field are to be avoided. Thus the use of standard quadratic shape functions are insufficient in modelling a circular scatterer, because deviations from the precise circle are significant relative to the wavelength. There are implications for the modelling of any short wave scattering object. Its geometry must be known and defined to within a small fraction of the wavelength, if the results are to be relied upon. (ii) The use of a solver that is sympathetic to the poor conditioning that can arise from the plane wave basis. The authors have found success with the singular value decomposition (SVD) algorithm, especially when the system is truncated by eliminating the smallest singular values. A threshold value of $O\left(10^{-12}\right)$ has been found effective for a variety of cases. (iii) The use of an appropriate number of variables with respect to the frequency. This is commonly defined by the use of about 2.5 degrees of freedom per wavelength, though for problems with more severe distortion between parametric space and real space this number may need to be higher.

In practical terms, the results of this work show that, for any given amount of computational resource, the plane wave basis boundary elements enable the supported frequency range to be extended by a factor of 3-4 over conventional, direct collocation boundary elements for twodimensional cases. The method may be expected to show even greater improvements in frequency range for three-dimensional analysis. Since this addresses the single most important factor limiting the use of discrete numerical methods in analysis of wave problems, this advance is expected to have a significant impact on a wide variety of engineering simulations.
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