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#### Abstract

A new method of evaluating transition matrix elements between wave functions associated with orthogonal polynomials is proposed. The technique relies on purely algebraic manipulation of the associated recurrence coefficients. The form of the matrix elements is perfectly suited to very large quantum number calculations by using asymptotic series expansions. In practice, this allows the accurate and fast numerical treatment of transition matrix elements in the quasi-classical limit. Examples include the matrix elements of $x^{p}$ in the harmonic oscillator basis, and connections with the Wigner $3 j$ symbols.
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## 1. Introduction

In this paper we offer a new approach to the numerical evaluation of transition matrix elements of the form
$\int \Psi_{n}(Q) f(Q) \Psi_{m}(Q) \mathrm{d} Q$,
where $Q$ denotes the set of coordinates of a quantum system, and $\mathrm{d} Q$ the product of the differentials of these coordinates. Eigenfunctions $\Psi_{n}$ and $\Psi_{m}$ belong to the discrete spectrum of the Hamiltonian operator and $f$ is a given physical quantity. The numerical treatment of (1) has been the topic of numerous papers in the field of quantum chemistry and physics and a complete survey would merit a separate paper. In the quasi-classical limit, the wavelengths of particles are small in comparison with the characteristic dimensions of the system and the wavefunctions $\Psi_{n}$ of the quasi-classical state (i.e. with large quantum number $n \gg 1$ ) oscillate strongly [1]. This considerably complicates a direct numerical evaluation of the transition matrix elements, even using modern computers. To alleviate this problem, several numerical techniques have been devised, see, for instance, [2-4]. Alternatively, asymptotic approximations have

[^0]been proposed using the WKJB approximation [1] or other methods [5].

In this work asymptotic series expansions to any order with respect to the small parameter $\epsilon=\mathcal{O}(1 / n)$ are established for several specific cases. These results have potential application to a wide range of quantum problems. The proposed method relies on the well known connection between the wave functions and the classical orthogonal polynomials such as those ascribed to Hermite, Legendre and Laguerre, which can serve as a Hermitian basis for the space of square-integrable functions [2,6-8]. By construction, these polynomials satisfy either a two-term or a three-term recurrence relation [9]. This property allows an analytical treatment of integrals of the type (1) when the function $f$ is expanded in its Taylor series. Furthermore, these new integration formulas are perfectly suited for very large quantum number calculations by using asymptotic series expansions. In the following, for brevity, we restrict attention to the class of orthogonal polynomials satisfying a two-term recurrence relation. The generalization to three-term recurrence relations will be the subject of future work.

## 2. Band factorization for two-term recurrence relations

In this section we consider maps of $l(\mathbb{Z})$ (the space of realvalued sequences) onto itself. In particular, we turn our atten-
tion to the two-term recurrence operator
$\mathrm{T}: l(\mathbb{Z}) \rightarrow l(\mathbb{Z})$,
satisfying the recurrence relation
$\mathrm{Te}_{n}=b_{n-1} \mathrm{e}_{n-1}+a_{n} \mathrm{e}_{n+1}$,
where $\left\{\mathrm{e}_{n}, n \in \mathbb{Z}\right)$ is the standard canonical basis of $l(\mathbb{Z})$, i.e.
$\mathrm{e}_{n}=\left(\ldots, \delta_{-1, n}, \delta_{0, n}, \delta_{1, n}, \delta_{2, n}, \ldots\right)^{\mathrm{T}}$,
in which $\delta$ denotes the usual Kronecker symbol and $T$ the vector transpose. Given a positive integer $p$, we wish to establish the exact form for the $p$ th iteration operator $(\mathrm{T})^{p}$. It is convenient for the analysis to write T in the form of the infinite dimensional bidiagonal matrix
$\mathrm{T}=\mathrm{A}+\mathrm{B}=\left(\begin{array}{ccccccc}\cdot & \cdot & \cdot & & & & \\ & a_{-2} & 0 & b_{-1} & & & \\ & a_{-1} & 0 & b_{0} & & \\ & & & a_{0} & 0 & b_{1} & \\ & & & & a_{1} & 0 & b_{2} \\ & & & & & \cdot & \cdot\end{array}\right)$.
where $A$ and $B$ are, respectively, the lower and the upper part of T, i.e. A contains the $a_{n}$ elements and B the $b_{n}$ elements. Here $A$ is an infinite matrix with only the sub-diagonal entries, which henceforth is referred to as a 1-band structure matrix. Similarly, B has a 1-band structure but only with the super-diagonal nonzero. We now call $d_{n}$ the series of coefficients
$d_{n}=a_{n} b_{n}, \quad \forall n \in \mathbb{Z}$,
and define the family of shifted diagonal operators $D_{k}$ as
$\mathrm{D}_{k} \mathrm{e}_{n}=d_{n+k} \mathrm{e}_{n}, \quad \forall(n, k) \in \mathbb{Z}^{2}$.
Now, assuming for the moment that $a_{n} \neq 0$ for all $n$, then we can define the pseudo inverse operator $A^{[-1]}$ as
$\mathrm{A}^{[-1]} \mathrm{e}_{n}=\frac{1}{a_{n-1}} \mathrm{e}_{n-1}$.
This can be generalized to any integer power $q \in \mathbb{Z}$ as follows
$\mathrm{A}^{[q]}=\left\{\begin{array}{ll}(\mathrm{A})^{q}, & q \geqslant 1 \\ \mathrm{I}, & q=0 \\ \left(\mathrm{~A}^{[-1]}\right)^{|q|}, & q \leqslant-1\end{array}\right\}$,
where $I$ is the identity. With this definition, the following properties hold
$\mathrm{AA}^{[q]}=\mathrm{A}^{[q+1]} \quad$ and $\quad \mathrm{A}^{[-1]} \mathrm{A}^{[q]}=\mathrm{A}^{[q-1]}$.
Because of the 1-band structure of $A$, it is straightforward to show that
$\mathrm{A}^{[q]} \mathbf{e}_{n}=\prod_{l=0}^{q-1} a_{n+l} \mathbf{e}_{n+q} \quad$ and
$\mathrm{A}^{[-q]} \mathrm{e}_{n}=\frac{1}{\prod_{l=1}^{|q|} a_{n-l}} \mathrm{e}_{n-q}$,
for any positive integer $q$. This means that raising A to the power $q$ shifts the non-zero diagonal band $q$ places 'down' the
matrix. The property (11), and the definition of the operator $D$ (7) yields
$\mathrm{D}_{k} \mathrm{~A}^{[q]} \mathbf{e}_{n}=\prod_{l=0}^{q-1} a_{n+l} d_{n+q+k} \mathbf{e}_{n+q}=\mathrm{A}^{[q]} \mathbf{D}_{k+q} \mathbf{e}_{n}$,
$\forall q \geqslant 1$.
A similar formula holds for negative powers. To summarize, the diagonal operators commute with $\mathrm{A}^{[q]}$ as follows
$\mathrm{D}_{k} \mathrm{~A}^{[q]}=\mathrm{A}^{[q]} \mathrm{D}_{k+q}, \quad \forall q \in \mathbb{Z}$.
We can now establish the key result of this paper:
Proposition 1. Given a positive integer $p$, then $(\mathrm{T})^{p}$ admits the band factorization
$(\mathrm{T})^{p}=\sum_{q=0}^{p} \mathrm{~A}^{[p-2 q]} \mathrm{S}_{q}^{p}$,
where $\mathrm{S}_{q}^{p}$ is the diagonal operator
$\mathrm{S}_{q}^{p}=\sum_{\left\{i_{t}\right\} \in \mathcal{I}_{q}^{p}} \prod_{l=1}^{q} \mathrm{D}_{i_{l}-l}, \quad p \geqslant q \geqslant 1 \quad$ and $\quad \mathrm{S}_{0}^{p}=\mathrm{I}$,
and the set of indices $\mathcal{I}_{q}^{p}$ is associated with the nested sum
$\sum_{\left\{i_{t}\right\} \in \mathcal{I}_{q}^{p}}=\sum_{i_{q}=0}^{p-q} \sum_{i_{q-1}=0}^{i_{q}} \cdots \sum_{i_{2}=0}^{i_{3}} \sum_{i_{1}=0}^{i_{2}}$.
Proof. We shall prove (14) by induction. The factorization obviously holds for $p=1$ since $B A=D_{0}$. Therefore,

$$
\begin{align*}
T & =A+B=A+D_{0} A^{[-1]}=A+A^{[-1]} D_{-1} \\
& =A S_{0}^{1}+A^{[-1]} S_{1}^{1} \tag{17}
\end{align*}
$$

Assuming (14) holds for a given $p$, then

$$
\begin{align*}
(\mathrm{T})^{p+1}= & \left(\mathrm{A}+\mathrm{D}_{0} \mathrm{~A}^{[-1]}\right)(\mathrm{T})^{p} \\
= & \sum_{q=0}^{p} \mathrm{~A}^{[p+1-2 q]} \mathrm{S}_{q}^{p}+\sum_{q=0}^{p} \mathrm{~A}^{[p-1-2 q]} \mathrm{D}_{p-1-2 q} \mathrm{~S}_{q}^{p} \\
= & \mathrm{A}^{[p+1]} \mathrm{S}_{0}^{p}+\sum_{q=1}^{p} \mathrm{~A}^{[p+1-2 q]}\left(\mathrm{S}_{q}^{p}+\mathrm{D}_{p+1-2 q} \mathrm{~S}_{q-1}^{p}\right) \\
& +\mathrm{A}^{[-p-1]} \mathrm{D}_{-p-1} \mathrm{~S}_{p}^{p} \tag{18}
\end{align*}
$$

and by definition,

$$
\begin{align*}
\mathrm{S}_{q}^{p+1} & =\sum_{i_{q}=0}^{p+1-q} \sum_{i_{q-1}=0}^{i_{q}} \cdots \sum_{i_{1}=0}^{i_{2}} \prod_{l=1}^{q} \mathrm{D}_{i_{l}-l} \\
& =\mathrm{S}_{q}^{p}+\mathrm{D}_{p+1-2 q} \sum_{i_{q-1}=0}^{p-(q-1)} \cdots \sum_{i_{1}=0}^{i_{2}} \prod_{l=1}^{q-1} \mathrm{D}_{i_{l}-l} \\
& =\mathrm{S}_{q}^{p}+\mathrm{D}_{p+1-2 q} \mathrm{~S}_{q-1}^{p}, \quad 1 \leqslant q \leqslant p \tag{19}
\end{align*}
$$

Thus, given the fact that $\mathrm{S}_{0}^{p+1}=\mathrm{S}_{0}^{p}=\mathrm{I}$ and $\mathrm{S}_{p+1}^{p+1}=\mathrm{D}_{-p-1} \mathrm{~S}_{p}^{p}$, we end up with the result
$(\mathrm{T})^{p+1}=\sum_{q=0}^{p+1} \mathrm{~A}^{[p+1-2 q]} \mathrm{S}_{q}^{p+1}$,
which completes the proof.
We now have (T) ${ }^{p}$ in a very useful closed form, consisting of a sum of 1-band matrices each occupying the ( $p-2 q$ ) th diagonal position, ranging from $p$ to $-p$ in steps of two. In practice, negative powers in (14) are less convenient to manipulate but a similar factorization holds by defining the series of 1-band operators $\mathrm{B}^{[q]}$; this gives the alternative form
$(\mathrm{T})^{p}=\sum_{q=0}^{p} \mathrm{~S}_{q}^{p} \mathrm{~B}^{[p-2 q]}$,
which from (14) gives the relationship
$\mathrm{A}^{[p-2 q]} \mathrm{S}_{q}^{p}=\mathrm{S}_{p-q}^{p} \mathrm{~B}^{[2 q-p]}$.
Among other things, this identity reveals that the band factorization holds for any series of coefficients and the restriction made earlier that $a_{n} \neq 0$ can be lifted. For the sake of clarity, we consider separately the odd and even powers. After some algebra we can derive the final form

$$
\begin{align*}
(\mathrm{T})^{2 p} \mathrm{e}_{n}= & \sum_{q=0}^{p-1} \mathrm{e}_{n} \cdot \mathrm{~S}_{q}^{2 p} \mathrm{e}_{n}\left(\prod_{l=0}^{2 p-2 q-1} a_{n+l} \mathrm{e}_{n+2 p-2 q}\right. \\
& \left.+\prod_{l=1}^{2 p-2 q} b_{n-l} \mathrm{e}_{n-2 p+2 q}\right)+\mathrm{S}_{p}^{2 p} \mathrm{e}_{n}, \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
(\mathrm{T})^{2 p+1} \mathrm{e}_{n}= & \sum_{q=0}^{p} \mathrm{e}_{n} \cdot \mathbf{S}_{q}^{2 p+1} \mathrm{e}_{n}\left(\prod_{l=0}^{2 p-2 q} a_{n+l} \mathrm{e}_{n+2 p+1-2 q}\right. \\
& \left.+\prod_{l=1}^{2 p+1-2 q} b_{n-l} \mathrm{e}_{n-2 p-1+2 q}\right) \tag{24}
\end{align*}
$$

where the dot symbol stands for the usual scalar product and we have explicitly
$\mathrm{e}_{n} \cdot \mathrm{~S}_{q}^{p} \mathrm{e}_{n}=\sum_{\left\{i_{t}\right\} \in \mathcal{I}_{q}^{p}} \prod_{l=1}^{q} a_{n+i_{l}-l} b_{n+i_{l}-l}, \quad 1 \leqslant q \leqslant p$,
and $\mathrm{e}_{n} \cdot \mathrm{~S}_{0}^{p} \mathrm{e}_{n}=1$.
We end this section by noting that the band factorization technique can easily be extended to the three-term recurrence operator $\mathrm{T}^{\prime} \mathrm{e}_{n}=b_{n-1} \mathrm{e}_{n-1}+\mathrm{e}_{n}+a_{n} \mathrm{e}_{n+1}$. In this case, the diagonal is simply the identity. Applying the Leibniz rule yields the following band factorization
$\left(\mathrm{T}^{\prime}\right)^{p}=(\mathrm{A}+\mathrm{I}+\mathrm{B})^{p}=\sum_{r=0}^{p} \sum_{q=0}^{r} \mathcal{C}_{r}^{p} \mathrm{~A}^{[r-2 q]} \mathrm{S}_{q}^{r}$,
where $\mathcal{C}_{r}^{p}$ stands for the usual binomial coefficient. The band factorization for a general three-term recurrence relation would be an interesting and useful direction for future work.

## 3. Application to transition matrix element evaluation

We consider a system of polynomials $f_{n}(x), n=0,1,2 \ldots$, orthogonal on the interval $x \in I$ with respect to a weight function $w(x)$. More specifically we are interested in the class of orthogonal polynomials satisfying the following recurrence relation: ${ }^{1}$
$\bar{a}_{1 n} f_{n+1}(x)=\bar{a}_{3 n} x f_{n}(x)-\bar{a}_{4 n} f_{n-1}(x)$.
For instance, Hermite, Legendre, Chebyshev and Gegenbauer polynomials all fall into this class. These polynomials are orthogonal with respect to $w(x)$ as
$\int_{I} w(x) f_{n}(x) f_{m}(x) \mathrm{d} x=h_{n} \delta_{n, m}$.
It is convenient to introduce the normalized function
$\psi_{n}(x)=\sqrt{\frac{w(x)}{h_{n}}} f_{n}(x)$,
so that the previous recurrence relation reads simply
$x \psi_{n}(x)=a_{n-1} \psi_{n-1}(x)+b_{n} \psi_{n+1}(x)$,
in which
$a_{n-1}=\sqrt{\frac{h_{n-1}}{h_{n}}} \frac{\bar{a}_{4 n}}{\bar{a}_{3 n}} \quad$ and $\quad b_{n}=\sqrt{\frac{h_{n+1}}{h_{n}}} \frac{\bar{a}_{1 n}}{\bar{a}_{3 n}}$.
At this point, it should be remarked that the two series $a_{n}$ and $b_{n}$ are necessarily equivalent since, by using orthogonality properties, we find that
$a_{n-1}=\int_{I} x \psi_{n}(x) \psi_{n-1}(x) \mathrm{d} x \quad$ and
$b_{n}=\int_{I} x \psi_{n}(x) \psi_{n+1}(x) \mathrm{d} x ;$
hence $a_{n}=b_{n}$ and T is a symmetric matrix in this context. Now, let us define the vector function $\Psi(x)$ as
$\Psi(x)=\sum_{m \in \mathbb{N}} \psi_{m}(x) \mathrm{e}_{m}$,
then the recurrence relation can be written in the matrix form
$x \Psi(x)=\mathrm{T} \Psi(x)=\sum_{m \in \mathbb{N}} \psi_{m}(x) \mathrm{Te}_{m}$,
where T is the two-term recurrence operator introduced in the previous section. Since polynomials are only defined for positive integers, we must put by convention the decoupling condition
$a_{-1}=b_{-1}=0$,
so that coefficients with negative indices $a_{n}, b_{n}$ for $n<-1$ can be chosen arbitrarily since they are decoupled from their positive counterpart.

[^1]Now, from (34), it is clear that, given any positive integer $p$, we have
$x^{p} \Psi(x)=(\mathrm{T})^{p} \Psi(x)=\sum_{m \in \mathbb{N}} \psi_{m}(x)(\mathrm{T})^{p} \mathrm{e}_{m}$,
which, by using orthogonality properties, yields

$$
\begin{align*}
I_{n, m}^{p} & =\int_{I} x^{p} \psi_{n}(x) \psi_{m}(x) \mathrm{d} x=\mathrm{e}_{m} \cdot(\mathrm{~T})^{p} \mathrm{e}_{n} \\
& =\mathrm{e}_{n} \cdot(\mathrm{~T})^{p} \mathrm{e}_{m} \tag{37}
\end{align*}
$$

Eq. (37) with the explicit form (23) and (24) are the main result of this paper. Since T is symmetric, we only consider situations where $m \geqslant n$ and introduce the separation index $s$ as the positive integer $s=m-n$. We call $\sigma$ the quantity
$\sigma=\frac{p-s}{2}$,
and then (37) can be rewritten as the following explicit integration formula

$$
\begin{align*}
I_{n, n+s}^{p} & =\int_{I} x^{p} \psi_{n}(x) \psi_{n+s}(x) \mathrm{d} x \\
& = \begin{cases}F(s, n) G(\sigma, p, n) & \text { if } \sigma \in \mathbb{N} \\
0 & \text { otherwise }\end{cases} \tag{39}
\end{align*}
$$

where
$F(s, n)=\prod_{l=0}^{s-1} a_{n+l} \quad$ if $s \neq 0, \quad$ and $\quad F(0, n)=1$,
$G(\sigma, p, n)=\sum_{\left\{i_{t}\right\} \in \mathcal{I}_{\sigma}^{p}} \prod_{l=1}^{\sigma} a_{n+i_{l}-l}^{2} \quad$ if $\sigma \neq 0, \quad$ and
$G(0, p, n)=1$,
and the nested sum over $\mathcal{I}_{\sigma}^{p}$ is defined in (16). Table 1 displays the explicit form for the normalized functions and their recurrence relation coefficients $a_{n}$ for classical orthogonal polynomials (superscripts $H, L, G$ and $C$, relating to Hermite, Legendre, etc., are added to avoid any confusion). Notations are strictly identical with Table 22.2, p. 774 in [9]. All functions are defined over the interval $I=[-1,1]$ except the Hermite polynomials for which $I=(-\infty, \infty)$. Note that recurrence coefficients associated with Hermite, Legendre and Gegenbauer polynomials have the remarkable properties of automatically satisfying the decoupling condition (35). This fact is exploited in [12].

At first sight, formula (41) appears to be rather inefficient from a computational point of view since it contains $\sigma \operatorname{Card}\left(\mathcal{I}_{\sigma}^{p}\right)=\sigma \mathcal{C}_{\sigma}^{p}$ products. However, from (19), it can be seen that coefficients $G(\sigma, p, n)$ can be efficiently computed via the recursion relation

$$
\begin{equation*}
G(\sigma, p, n)=G(\sigma, p-1, n)+a_{n+p-2 \sigma}^{2} G(\sigma-1, p-1, n) \tag{42}
\end{equation*}
$$

with the convention that $G(\sigma, p, n)=0$ whenever $\sigma>p / 2$ or $\sigma<0$. So, $G(\sigma, p, n)$ can be numerically recovered with as little as $\mathcal{O}\left(p^{2} / 2\right)$ products. The recursion relation (42) is not surprising since the expression (41) is nothing else but the analytical result of an iteration process. At this point, the reader may wonder about the usefulness of the integration formula (39) since the integral could be directly computed via the recursion
$I_{n, m}^{p}=a_{m-1} I_{n, m-1}^{p-1}+a_{m} I_{n, m+1}^{p-1}$,
at a similar computational cost, see for instance [7,10]. However, the expression (39) has the great advantage of revealing the analytical form of $I_{n, m}^{p}$ which is extremely useful when evaluating the integral for large mode numbers.

## 4. Asymptotic series expansion

In this section we exploit the explicit integration formula (39). For large order $n$, a quick examination of Table 1 reveals that all recurrence coefficients $a_{n}$ behave asymptotically as
$a_{n+l}=\omega_{n}\left(1+\epsilon \alpha_{l}+\epsilon^{2} \beta_{l}+\cdots\right)$,
where we introduce the small parameter $\epsilon=\mathcal{O}(1 / n)$ (its precise form is established in each particular example). Substituting the asymptotic form in (40) yields
$F(s, n)=\left(\omega_{n}\right)^{s}\left(1+\epsilon f_{1}(s)+\epsilon^{2} f_{2}(s)+\mathcal{O}\left(\epsilon^{3}\right)\right)$,
where
$f_{1}(s)=\sum_{l=0}^{s-1} \alpha_{l} \quad$ and
$f_{2}(s)=\frac{1}{2} \sum_{l=0}^{s-1} \sum_{k=0}^{s-1} \alpha_{l} \alpha_{k}\left(1-\delta_{l, k}\right)+\sum_{l=0}^{s-1} \beta_{l}$.
Similarly,

$$
\begin{equation*}
G(\sigma, p, n)=\left(\omega_{n}\right)^{2 \sigma} \mathcal{C}_{\sigma}^{p}\left(1+\epsilon g_{1}(\sigma, p)+\epsilon^{2} g_{2}(\sigma, p)+\mathcal{O}\left(\epsilon^{3}\right)\right) \tag{47}
\end{equation*}
$$

Table 1
Normalized function $\psi_{n}$ and its two-term recurrence coefficients $a_{n}$ for the classical orthogonal polynomials. For the sake of clarity we put $v(x)=\sqrt{2}\left(1-x^{2}\right)^{1 / 4}$ in the normalized Gegenbauer and Chebyshev polynomials

| Polynomial | Normalized function | $a_{n}$ |
| :--- | :--- | :--- |
| Hermite, $H_{n}$ | $\psi_{n}^{H}=\frac{1}{\sqrt{\pi^{1 / 2} 2^{n} n!}} H_{n}(x) e^{-x^{2} / 2}$ | $\sqrt{\frac{n+1}{2}}$ |
| Legendre, $P_{n}$ | $\psi_{n}^{L}=\left(\frac{2 n+1}{2}\right)^{1 / 2} P_{n}(x)$ | $\frac{1}{2}\left(\frac{(n+1)^{2}}{(n+1)^{2}-1 / 4}\right)^{1 / 2}$ |
| Gegenbauer, $C_{n}^{(\alpha)}\left(\alpha>-\frac{1}{2}\right)$ | $\psi_{n}^{G}=\left(\frac{n!(n+\alpha) \Gamma^{2}(\alpha)}{\pi \Gamma(n+2 \alpha)}\right)^{1 / 2} v(x)^{2 \alpha-1} C_{n}^{(\alpha)}(x)$ | $\frac{1}{2}\left(\frac{(n+2 \alpha)(n+1)}{(n+\alpha)(n+1+\alpha)}\right)^{1 / 2}$ |
| Chebyshev, $U_{n}$ | $\psi_{n}^{C}=\frac{1}{\sqrt{\pi}} v(x) U_{n}(x)$ | $\frac{1}{2}$ |

with

$$
\begin{equation*}
g_{1}(\sigma, p)=2\left(\mathcal{C}_{\sigma}^{p}\right)^{-1} \sum_{\left\{i_{t}\right\} \in \mathcal{I}_{\sigma}^{p}} \sum_{l=1}^{\sigma} \alpha_{i_{l}-l} \tag{48}
\end{equation*}
$$

and

$$
\begin{align*}
g_{2}(\sigma, p)= & \left(\mathcal{C}_{\sigma}^{p}\right)^{-1} \sum_{\left\{i_{t}\right\} \in \mathcal{I}_{\sigma}^{p}}\left(2 \sum_{l=1}^{\sigma} \beta_{i_{l}-l}\right. \\
& \left.+\sum_{l=1}^{\sigma} \sum_{k=1}^{\sigma} \alpha_{i_{l}-l} \alpha_{i_{k}-k}\left(2-\delta_{l, k}\right)\right) \tag{49}
\end{align*}
$$

where, as already mentioned, $\mathcal{C}_{\sigma}^{p}$ is the binomial coefficient. In all these summations, it is understood that $f_{1}(0)=f_{2}(0)=$ $g_{1}(0, p)=g_{2}(0, p)=0$. To summarize, the non-zero transition matrix elements yield the following asymptotic expansion

$$
\begin{align*}
& \int_{I} x^{p} \psi_{n}(x) \psi_{m}(x) \mathrm{d} x \\
& \quad=\left(\omega_{n}\right)^{p} \mathcal{C}_{\sigma}^{p}\left(1+\epsilon A_{1}(\sigma, p)+\epsilon^{2} A_{2}(\sigma, p)+\mathcal{O}\left(\epsilon^{3}\right)\right) \tag{50}
\end{align*}
$$

where by convention, $m \geqslant n$ and the quantity $\sigma=(p-(m-$ $n)) / 2$ is a positive integer. The corrective terms are explicitly given by
$A_{1}(\sigma, p)=f_{1}(p-2 \sigma)+g_{1}(\sigma, p)$
and
$A_{2}(\sigma, p)=f_{2}(p-2 \sigma)+g_{2}(\sigma, p)+f_{1}(p-2 \sigma) g_{1}(\sigma, p)$.

These asymptotic results are now exploited for three specific examples.

### 4.1. Hermite polynomials

We shall firstly apply the asymptotic form for the Hermite polynomials, which have the normalized functional form
$\psi_{n}^{H}(x)=\frac{1}{\sqrt{\pi^{1 / 2} 2^{n} n!}} H_{n}(x) \mathrm{e}^{-x^{2} / 2}$,
where $H_{n}(x)$ can be found explicitly in [9] for example. The associated recurrence coefficients for $\psi_{n}^{H}(x)$ have the asymptotic form

$$
\begin{align*}
& a_{n+l}=\left(\frac{n+1}{2}\right)^{1 / 2}\left(1+\epsilon \frac{l}{2}-\epsilon^{2} \frac{l^{2}}{8}+\cdots\right) \\
& \quad \text { with } \epsilon=\frac{1}{n+1} . \tag{54}
\end{align*}
$$

Note this choice of $\epsilon$; another form, such as $\epsilon=1 / n$, would lead to a more complicated (and slightly more slowly convergent) expansion. Thus, in (44) we have $\alpha_{l}=l / 2$ and $\beta_{l}=$ $-l^{2} / 8$. This yields

$$
\begin{align*}
& \int_{-\infty}^{\infty} x^{p} \psi_{n}^{H}(x) \psi_{m}^{H}(x) \mathrm{d} x \\
& \quad=\left(\frac{n+1}{2}\right)^{p / 2} \mathcal{C}_{\sigma}^{p}\left(1+\epsilon A_{1}(\sigma, p)+\epsilon^{2} A_{2}(\sigma, p)+\mathcal{O}\left(\epsilon^{3}\right)\right) \tag{55}
\end{align*}
$$

There is no simple expression for the corrective terms $A_{1}(\sigma, p)$ and $A_{2}(\sigma, p)$ for general $\sigma$ and $p$. We list in Tables 2 and 3 the value of these respective coefficients for the first few values of $\sigma$ and $p$.

We shall compare these asymptotic expressions with the exact formula for the non-zero matrix element given in [11], that is,

$$
\begin{align*}
& \int_{-\infty}^{\infty} x^{p} \psi_{n}^{H}(x) \psi_{m}^{H}(x) \mathrm{d} x \\
& \quad=2^{\mu-\frac{p}{2}}\left(\frac{m!}{n!}\right)^{1 / 2} p!\sum_{l=\mu}^{\min (n, m)} \frac{\mathcal{C}_{l}^{n}}{2^{l}(m-l)!(l-\mu)!} \tag{56}
\end{align*}
$$

where $\mu=(n+m-p) / 2$ is an integer.
Eq. (56) clearly indicates the difficulties encountered in evaluating these coefficients with such formulae when using standard double-precision floating point arithmetic as $n$ increases. Since the value of the factorial of $n$ goes beyond the accuracy level of 32 bit machines even for moderately small $n$, computed values of (56) are expected to be corrupted by round-off errors. In Tables 4 and 5 the computed values of the transition matrix elements are shown for the two specific cases: $p=s=3$ and $p=5, s=3$. All calculations are carried out with double precision arithmetic. The last column shows the round-off errors caused by a large quantum number and the computed values

Table 2
Values of the corrective terms $A_{1}(\sigma, p)$ associated with the Hermite polynomial

|  | $p=1$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\sigma=0$ | 0 | $1 / 2$ | $3 / 2$ | 3 | 5 |
| $\sigma=1$ | $\cdot$ | $-1 / 2$ | 0 | 1 | $5 / 2$ |
| $\sigma=2$ | $\cdot$ | $\cdot$ | $\cdot$ | -1 | 0 |

Table 3
Values of the corrective terms $A_{2}(\sigma, p)$ associated with the Hermite polynomial

|  | $p=1$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\sigma=0$ | 0 | $-1 / 8$ | $-1 / 8$ | 1 | 5 |
| $\sigma=1$ | $\cdot$ | 0 | 0 | $1 / 8$ | $11 / 8$ |
| $\sigma=2$ | $\cdot$ | $\cdot$ | $\cdot$ | $1 / 2$ | $1 / 2$ |

Table 4
Comparison between the asymptotic expressions and the analytical formula, $p=3, s=3, \sigma=0$

|  | $n=8$ | $n=1024$ | $n=262144$ |
| :--- | :---: | :--- | :--- |
| Leading order | 9.5459 | 11602.21220 | 47453404.3413 |
| First order | 11.136 | 11619.19105 | 47453675.8709 |
| Second order | 11.122 | 11619.18967 | 47453675.8708 |
| Analytical | 11.124 | 11619.18967 | 47453675.8356 |

Table 5
Comparison between the asymptotic expressions and the analytical formula, $p=5, s=3, \sigma=1$

|  | $n=8$ | $n=1024$ | $n=262144$ |
| :--- | :--- | :--- | :--- |
| Leading order | 214.78 | 29730668.783 | 31099181702683. |
| First order | 274.44 | 29803182.609 | 31099478286460. |
| Second order | 278.09 | 29803221.519 | 31099478287082. |
| Analytical | 278.10 | 29803221.521 | 31099478265649. |



Fig. 1. Number of common digits (defined in Eq. (57)) with respect to the mode number $n$. Straight line: $p=s=3$; Dash-dot: $p=5, s=3$; Dashed line: $p=9$, $s=3$.
from the exact formula are not accurate. This precision problem is conveniently revealed in Fig. 1 where the number of common digits (n.c.d.) between the second order asymptotic expression and the computed formula (56) are plotted against $n$. By convention, n.c.d. is evaluated as the real quantity
n.c.d. $=\left|\log \frac{\mid \text { Second order }- \text { Analytical } \mid}{\text { Leading order }}\right|$.

Below a certain threshold $n<n_{t}$, the progression is in agreement with the $\mathcal{O}\left(\epsilon^{3}\right)$ approximation error. For larger values, the exact expression (56) cannot be computed properly and the loss of accuracy gets progressively worse as $n$ increases.

Since (55) has to be used for moderately small exponent $p$, corrective terms $A_{1}$ and $A_{2}$ as well as the binomial coefficients $\mathcal{C}_{\sigma}^{p}$ can be computed and stored once and for all at very small cost, and then the asymptotic expression (55) can be computed extremely rapidly. Here the gain is clear when compared with the cost of the full computation of the sum in (56) for each value of $n$. It is believed that this should have some important applications in quantum chemistry and physics programs since in many cases of practical interest the wave functions are expanded in the harmonic oscillator basis [6,7]. We end this section by noting that more elaborate formulae could be developed for taking into account higher order correctives terms; we only restricted ourselves to a second order expansion for the sake of clarity.

### 4.2. Legendre polynomials and associated Legendre functions

We extend the method to the associated Legendre functions of the first kind, $P_{n}^{v}$, defined for $n \geqslant v$ and obtained from the Legendre polynomials as $P_{n}^{\nu}(x)=(-1)^{\nu}\left(1-x^{2}\right)^{\nu / 2}\left(\mathrm{~d}^{\nu} / \mathrm{d} x^{\nu}\right)$ $P_{n}^{0}(x)$ where, by convention, we put $P_{n} \equiv P_{n}^{0}$. Though the functions $P_{n}^{v}$ are not polynomials (except when $v$ is even) they satisfy the two-term recurrence relation (see p. 334 in [9]):

$$
\begin{align*}
& (2 n+1) x P_{n}^{v}(x) \\
& \quad=(n+v) P_{n-1}^{v}(x)+(n+1-v) P_{n+1}^{v}(x) \tag{58}
\end{align*}
$$

as well as the orthogonality relation
$\int_{-1}^{1} P_{n}^{v}(x) P_{m}^{v}(x) \mathrm{d} x=\frac{2}{2 n+1} \frac{(n+v)!}{(n-v)!} \delta_{n, m}$.
So, if we define the associated normalized functions $\psi_{n, v}^{L}$ as
$\psi_{n, v}^{L}(x)=\left(\frac{2(n+v)+1}{(n+2 v)!} \frac{n!}{2}\right)^{1 / 2} P_{n+v}^{v}(x)$,
then $\psi_{n, v}^{L}$ satisfy (30) with
$a_{n}=\frac{1}{2}\left(\frac{(n+v+1)^{2}-v^{2}}{(n+v+1)^{2}-1 / 4}\right)^{1 / 2}$.
These coefficients have the striking properties of having a relatively simple asymptotic form, namely
$a_{n+l}=\frac{1}{2}\left(1-\epsilon^{2} \frac{4 v^{2}-1}{8}+\cdots\right)$

$$
\begin{equation*}
\text { with } \epsilon=\frac{1}{n+v+1} \tag{62}
\end{equation*}
$$

So $\alpha_{l}=0$, and $\beta_{l}$ is independent of $l$ and
$\beta_{l}=\beta=\frac{1}{8}\left(1-4 v^{2}\right)$.
It is easy to show that $f_{1}=g_{1}=0, f_{2}(s)=s \beta$ and $g_{2}(\sigma, p)=$ $2 \beta \sigma$ and hence we end up with the explicit formula

$$
\begin{align*}
& \int_{-1}^{1} x^{p} \psi_{n, v}^{L}(x) \psi_{n+s, v}^{L}(x) \mathrm{d} x \\
& \quad=\frac{\mathcal{C}_{\sigma}^{p}}{2^{p}}\left(1+\epsilon^{2} \beta p+\mathcal{O}\left(\epsilon^{3}\right)\right) \quad \text { where } \sigma \in \mathbb{N} \tag{64}
\end{align*}
$$

This last result is useful for certain quantum physics computations. For the sake of illustration, we consider the interaction of a three dimensional quantum wave field due a rotation-invariant potential with an axisymmetric perturbation. Interactions between the spherical harmonics are conveniently described by the transition matrix elements
$T_{0 v-v}^{q n m}=\int Y_{q}^{0}(\Omega) Y_{n}^{v}(\Omega) Y_{m}^{-v}(\Omega) \mathrm{d} \Omega, \quad m \geqslant n \geqslant v \geqslant 0$,
where $Y_{n}^{v}(\Omega)$ is a spherical harmonic, $\mathrm{d} \Omega=\sin \theta \mathrm{d} \theta \mathrm{d} \phi$ is the element of the solid angle and the integral covers the entire surface area of the unit sphere. These quantities are usually
computed with the aid of the Wigner $3 j$ symbols as

$$
\begin{align*}
T_{0 v-v}^{q n m}= & \sqrt{\frac{(2 q+1)(2 n+1)(2 m+1)}{4 \pi}} \\
& \times\left(\begin{array}{ccc}
q & n & m \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
q & n & m \\
0 & v & -v
\end{array}\right) . \tag{66}
\end{align*}
$$

For large orders $n$ and $m$, the Wigner $3 j$ symbols are known to be both difficult and time consuming to evaluate numerically $[3,4]$. To overcome this difficulty, we shall use the asymptotic form (64). Since, by definition,
$Y_{n}^{\nu}(\Omega)=\frac{\mathrm{e}^{\mathrm{i} \nu \phi}}{\sqrt{2 \pi}} \psi_{n-\nu, \nu}^{L}(\cos \theta) \quad$ and
$Y_{m}^{-v}(\Omega)=(-1)^{\nu} \frac{\mathrm{e}^{-\mathrm{i} \nu \phi}}{\sqrt{2 \pi}} \psi_{m-v, \nu}^{L}(\cos \theta)$,
it may be shown that we have the alternative form
$T_{0 v-v}^{q n m}=(-1)^{v} \sqrt{\frac{2 q+1}{4 \pi}} \int_{-1}^{1} P_{q}(x) \psi_{n-v, v}^{L}(x) \psi_{m-v, v}^{L}(x) \mathrm{d} x$.

Expanding $P_{q}(x)$ in the polynomial basis $x^{r}$, i.e.
$P_{q}(x)=2^{-q} \sum_{r=0}^{[q / 2]}(-1)^{r} \mathcal{C}_{r}^{q} \mathcal{C}_{q}^{2 q-2 r} x^{q-2 r}$,
together with (64) yields the asymptotic form for the non-zero transition matrix elements

$$
\begin{align*}
T_{0 v-v}^{q n m}= & \frac{(-1)^{v}}{4^{q}} \sqrt{\frac{2 q+1}{4 \pi}} \sum_{r=0}^{\bar{\sigma}}(-4)^{r} \mathcal{C}_{r}^{q} \mathcal{C}_{q}^{2 q-2 r} \mathcal{C}_{\bar{\sigma}-r}^{q-2 r} \\
& \times\left(1+\epsilon^{2} \beta(q-2 r)+\mathcal{O}\left(\epsilon^{3}\right)\right) \tag{70}
\end{align*}
$$

where
$\bar{\sigma}=\frac{q-(m-n)}{2} \in \mathbb{N} \quad$ and $\quad \epsilon=\frac{1}{n+1}$.
Thus, up to the first order in $\epsilon$, the transition matrix element amplitude only depends on $q$ and the difference $m-n$. Here again, the second order expression (70) can be computed extremely rapidly with increasing accuracy for moderately small values of $q$.

### 4.3. Gegenbauer and Chebyshev polynomials

The leading and first order asymptotic expressions for the Gegenbauer polynomials can be shown to be identical to those of the previous section. Indeed, by rearranging the terms, the recurrence coefficients have the following form
$a_{n}=\frac{1}{2}\left(\frac{(n+\alpha+1 / 2)^{2}-\left(\alpha^{2}-\alpha+1 / 4\right)}{(n+\alpha+1 / 2)^{2}-(\alpha+1 / 4)}\right)^{1 / 2}$.
So, if we define the small parameter
$\epsilon=\frac{1}{n+\alpha+1 / 2}$,
we get the relatively simple asymptotic form
$a_{n+l}=\frac{1}{2}\left(1-\epsilon^{2} \frac{\alpha}{2}(\alpha-2)+\cdots\right)$.
Here again, $\alpha_{l}=0$ and $\beta_{l}$ is independent of $l$, namely $\beta_{l}=$ $-\alpha(\alpha-2) / 2$. After some calculation we end up with the explicit formula for the non-zero transition matrix elements

$$
\begin{align*}
& \int_{-1}^{1} x^{p} \psi_{n}^{G}(x) \psi_{n+s}^{G}(x) \mathrm{d} x \\
& \quad=\frac{\mathcal{C}_{\sigma}^{p}}{2^{p}}\left(1-\epsilon^{2} \frac{\alpha}{2}(\alpha-2) p+\mathcal{O}\left(\epsilon^{3}\right)\right) . \tag{75}
\end{align*}
$$

The integration formula for the Chebyshev polynomial of the second kind is extremely straightforward as the recurrence coefficients are constant with $a_{n}=1 / 2$. This yields the exact formula
$\int_{-1}^{1} x^{p} \psi_{n}^{C}(x) \psi_{n+s}^{C}(x) \mathrm{d} x=\frac{\mathcal{C}_{\sigma}^{p}}{2^{p}}$.
Thus, the normalized functions $\psi_{n}$ associated with Legendre, Gegenbauer and Chebyshev polynomials share the same striking property; that is, to leading order the integral formula in all three cases is $I_{n, m}^{p}=2^{-p} \mathcal{C}_{\sigma}^{p}\left(1+\mathcal{O}\left(1 / n^{2}\right)\right)$.

## 5. Conclusion

In this article we have presented an algebraic method for evaluating typical transition matrix elements arising in a wide range of quantum mechanical problems. The technique allows the accurate and fast numerical treatment of transition matrix elements for large quantum numbers. We have strong reasons to believe that the idea can be extended to a wider class of wave functions and this will be the subject of future work.
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